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Abstract

Time series forecasting has been an active research area for decades, receiving considerable attention from very dif-
ferent domains, such as econometrics, statistics, engineering, mathematics, medicine and social sciences. Moreover,
with the emergence of the big data era, the automatic identification with the appropriate techniques remains an inter-
mediate compulsory stage of any big data implementation with predictive analytics purposes.Extensive research on
model selection and combination has revealed the benefits of such techniques in terms of forecast accuracy and reli-
ability. Several criteria for model selection have been proposed and used for decades with very good results. Akaike
information criterion and Schwarz Bayesian criterion are two of the most popular criteria. However, research on the
combination of several criteria along with other sources of information in a unified methodology remains scarce.

This study proposes a new model selection approach that combines different criteria using a support vector machine
(SVM). Given a set of candidate models, rather than considering any individual criterion, an SVM is trained at each
forecasting origin to select the best model. This methodology will be particularly interesting for scenarios with highly
volatile demand because it allows changing the model when it does not fit the data sufficiently well, thereby reducing
the risk of misusing modeling techniques in the automatic processing of large datasets.

The effects of the proposed approach are empirically explored using a set of representative forecasting methods
and a dataset of 229 weekly demand series from a leading household and personal care manufacturer in the UK. Our
findings suggest that the proposed approach results in more robust predictions with lower mean forecasting error and
biases than base forecasts.
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1. Introduction1

Companies have traditionally adopted forecasting2

techniques to support decision making on a consistent3

daily basis, bringing data from different sources into4

a common data infrastructure. However, the primary5

focus was mainly the development of reporting tools6

(Davenport and Harris, 2007). In recent years, the so-7

called business analytics has introduced a new approach8

in this domain by leveraging on the latest progress in9

both computer science (e.g., data mining algorithms)10

and hardware technology (e.g., cloud computing and in-11

memory technology), thus enabling the integration of12
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data sources and business operations on a higher stage13

of abstraction (Sheikh, 2013).14

With the emergence of the big data era, the automatic15

identification of appropriate data techniques is an inter-16

mediate compulsory stage of any big data implemen-17

tation with predictive analytics purposes. Research on18

model selection and combination has revealed the ben-19

efits of such techniques in terms of forecast accuracy20

and reliability. However, the application of artificial21

intelligence techniques to this problem is still scarce.22

Forecasting models are of a strategic nature given that23

they guide business decisions, ranging from inventory24

scheduling to strategic management (Petropoulos et al.,25

2014). Focusing on a supply chain context, automatic26

model selection is a necessity due to the high number of27

products whose demand should be forecast (Fildes and28
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