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#### Abstract

In the Maximum Interval Constrained Coloring problem, we are given a set of vertices and a set of intervals on a line and a $k$-dimensional requirement vector for each interval, specifying how many vertices of each of $k$ colors should appear in the interval. The objective is to color the vertices of the line with $k$ colors so as to maximize the total weight of intervals for which the requirement is satisfied. This $\mathcal{N} \mathcal{P}$-hard combinatorial problem arises in the interpretation of data on protein structure emanating from experiments based on hydrogen/deuterium exchange and mass spectrometry. For constant $k$, we give a factor $O(\sqrt{|\mathrm{OPT}|})$-approximation algorithm, where Opt is the smallest cardinality maximum-weight solution. We show further that, even for $k=2$, the problem remains APX-hard.
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## 1. Introduction

The Interval Constrained Coloring (ICc) problem was introduced by Althaus et al. [2,3] as the mathematical abstraction of a problem appearing in the interpretation of experimental data in biochemistry. Monitoring exchange rates via mass spectrometry is a method used to obtain information about the 3 -dimensional structure of proteins. ICC captures the problem of increasing the resolution of the exchange data from peptic fragments to single residues. We refer the interested reader to Althaus et al. [3] for more on the biochemical background. Interval Constrained Coloring is a decision problem that asks for a coloring of an ordered sequence of $n$ vertices $V=[n]$ using $k$ colors such that a given set of requirements is satisfied. Each requirement is made up of a closed interval $I \subseteq[n]$, and a complete specification of how many elements in $I$ should be colored with each color.

[^0]More formally, let $\mathcal{I}$ be a set of $m$ intervals defined on $V=[n]$, let $[k]$ be a set of color classes, and $r: \mathcal{I} \times[k] \rightarrow \mathbb{Z}_{+}$be a requirement function such that

$$
\begin{equation*}
\sum_{c \in[k]} r(I, c)=|I| \quad \text { for all } I \in \mathcal{I} . \tag{1}
\end{equation*}
$$

The given set of intervals $\mathcal{I}$ is said to be feasible (or colorable) if there exists a coloring $\chi: V \rightarrow[k]$ such that for every $I \in \mathcal{I}$, we have

$$
\begin{equation*}
N_{\chi}(I, c)=r(I, c), \text { for all } c \in[k], \tag{2}
\end{equation*}
$$

where $N_{\chi}(I, c)=|\{i \in I: \chi(i)=c\}|$ denotes the number of vertices in $I$ assigned color $c$ by $\chi$. Clearly, not all sets of intervals are colorable.

In the biochemical application from which our problem arises, the requirement function models exchange data collected in real experiments which usually contain some noise. Hence, we might not obtain a colorable instance, even if the real underlying instance is colorable. This motivates the study of the problem of extracting the largest subset $\mathcal{I}^{\prime} \subseteq \mathcal{I}$ that is colorable. More precisely, we consider a more general version of the problem where each interval also has a weight, in addition to its color requirements, given by $w: \mathcal{I} \rightarrow \mathbb{R}_{+}$, and we wish to find a maximum weight colorable subset of the intervals and to produce a feasible coloring for this subset of intervals. We define the problem formally below.

Definition 1 (Max-Feasible-Coloring (MFc)). Given a set of intervals $\mathcal{I}$ with non-negative weights $w: \mathcal{I} \rightarrow \mathbb{R}_{+}$, a requirement function $r: \mathcal{I} \times[k] \rightarrow \mathbb{Z}^{+}$satisfying (1), problem Max-Feasible-Coloring (MFC) is to find a maximum weight colorable subset $\mathcal{I}^{\prime} \subseteq \mathcal{I}$.

The MFc problem can also be cast as a problem on linear systems, as observed by Byrka et al. [4]. A $0 / 1$ matrix $A$ is said to have the consecutive $1 s$ property, if there is an ordering of the columns of the matrix $A$ such that in each row of $A$, the 1s appear consecutively in that order. Consider the following system, where $A \in\{0,1\}^{m \times n}$ is the consecutive 1s matrix derived in the natural manner from the MFC problem (where the order on the columns corresponds to the order of points on the line), and $r^{i} \in \mathbb{Z}_{+}^{m}$ is a column vector of requirements for the $i$ th color from the $m$ intervals, and let $I$ be the $n \times n$ identity matrix:

$$
\left[\begin{array}{cccc}
A & 0 & \ldots & 0 \\
0 & A & \ldots & 0 \\
\vdots & & \ddots & \vdots \\
0 & \ldots & & A \\
I & \ldots & & I
\end{array}\right]\left[\begin{array}{c}
x^{1} \\
x^{2} \\
x^{3} \\
\vdots \\
x^{k}
\end{array}\right]=\left[\begin{array}{c}
r^{1} \\
r^{2} \\
\vdots \\
r^{k} \\
1
\end{array}\right] .
$$

The Interval Constrained Coloring problem asks for a feasible solution to the above system with $x^{i} \in\{0,1\}^{n}, i=1, \ldots, k$. The MFc problem can now be stated as the problem of computing the maximum subset of rows of the matrix $A$ for which the above system has a feasible solution. In this light, the problem is similar to the Maximum Feasible Subsystem problem (Mfs), where the problem is given by an infeasible linear system $A x=b$, and we wish to find the largest subsystem that has a feasible solution. However, in the Maximum Feasible Subsystem problem, we are usually allowed a rational vector $x$; see also [5] for a version of MFS with solution restricted to be $0 / 1$.

### 1.1. Our results

We study the approximability of MFC and present the first non-trivial approximation algorithm for the problem. In particular, we give a factor $O(\sqrt{|\mathrm{OPT}|})$-approximation algorithm, where we denote throughout
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