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Abstract

We study project scheduling so as to maximize the expected net present value when task durations are
exponentially distributed. Based on the structural properties of an optimal solution we show that, even if
preemption is allowed, it is not necessary to do so. Next to its managerial importance, this result also allows
for a new algorithm which improves on the current state of the art with several orders of magnitude, both
in CPU time and in memory usage.

Keywords: project scheduling, net present value, exponentially distributed activity durations, Markov
decision process, monotone optimal policy

1. Introduction

Consider a project in which a set of tasks N =
{1, . . . , n} needs to be performed in order to reach a
given goal such as, for example, the development of
a new product. The strict partial order A ⊂ N ×N
defines precedence constraints, with (i, j) ∈ A in-
dicating that task j can only start if i is finished.
We suppose task n reflects the project’s completion
and (i, n) ∈ A for all i ∈ N \ {n}. Each task i ∈ N
has a random duration d̃i with support R≥0 and,
initially, we require activities to be processed with-
out interruption. Finally, each task has a cash flow
which is discounted to take into account the time
value of money.

In this article, we study the problem of decid-
ing when to start each task so as to maximize
the project’s expected net present value (eNPV),
i.e., the expected sum of discounted cash flows.
Throughout, we assume independent and exponen-
tially distributed activity durations (d̃i)i∈N with
rate parameter (λi)i∈N ∈ Rn>0. This problem was
also studied by [1, 2, 9]; we briefly review these ar-
ticles below. For an excellent and more detailed
literature review, also for the case where task du-
rations are not exponentially distributed, see [11].
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All models in [1, 2, 9] are based on the semi-
nal work of Kulkarni and Adlakha [6], who use a
continuous-time Markov chain to evaluate the mo-
ments and distribution of the project’s earliest com-
pletion time. Buss and Rosenblatt [1] adapt this
Markov chain to evaluate the eNPV when each task
is initiated as soon as possible. Next, they deter-
mine the optimal delay for up to two activities be-
yond their earliest possible starting time. While
the delays in [1] are fixed before the project’s start,
Sobel et al. [9] consider the more general case of
making scheduling decisions adaptively during the
project’s execution, solving the problem using a
stochastic dynamic program (SDP). To mitigate the
SDP’s excessive memory usage, Creemers et al. [2]
partition the state space such that not all states
have to be stored in memory at the same time. This
significantly improves performance and their algo-
rithm is considered to be the current state of the
art [11].

We address the same problem as [2], which we de-
fine in Section 2 and for which we give a new SDP-
formulation in Section 3. The major difference is
that we act as if activities can be interrupted, but
show that, even if preemption is allowed, it is not
necessary to do so (Section 4). Consequently, the
preemptive case solves the non-preemptive case as
well. Next to its managerial importance, this result
also allows for a new algorithm that improves on
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