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a b s t r a c t

By deriving the explicit expression of the probability density function (p.d.f.), this paper presents a sta-
tistical analysis of the power-level-difference-based dual-channel post-filter (PLD-DCPF) estimator. The
derivation is based on the joint p.d.f. of the auto-spectra of a two-dimensional stationary Gaussian pro-
cess with mean zero, where the theoretical expression is verified by numerical simulations. Using this
theoretical p.d.f. expression, this paper studies the impacts of the correlative parameters on the amount
of noise reduction and speech distortion. According to both the theoretical analysis results and the sim-
ulation results, four schemes are proposed to improve the performance of the traditional PLD-DCPF
estimator.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Multi-channel speech enhancement (MC-SE) often has much
better performance than single-channel speech-enhancement
(SC-SE), especially in dealing with non-stationary noise and
improving speech intelligibility, since more information such as
spatial information and directivity can be obtained and exploited
[1–6]. Some of the MC-SE algorithms combine a spatial filtering
with a post-filter estimator since the amount of noise reduction
by spatial filtering decreases significantly as the increasing of the
reverberation time [3, Ch.4], where a post-filter estimator is often
needed to further reduce the residual noise components. There are
mainly three kinds of post-filter estimators, which include the
coherence-based [5–9], the phase-based [10,11] and the power-
based estimators [12–14]. Generally, all of these post-filter estima-
tors perform better than the existing SC-SE algorithms in non-sta-
tionary environments.

Among these post-filter estimators, the power-level-difference-
based dual-channel post-filter (PLD-DCPF) estimator is a simple
and effective way for non-stationary noise reduction [13]. It as-
sumes that the powers of the desired speech signals at the two
microphones are quit different, while those of the noise signals
are nearly the same. Based on these assumptions, the PLD-DCPF

estimator uses the power level difference (PLD) of the observed
signals at the two microphones as a criterion for noise reduction,
where this post-filter estimator has a outstanding performance
on noise reduction when the speech and noise signals satisfy its
fundamental assumptions and all the parameters can be estimated
accurately. However, the two assumptions are difficult to meet in
real applications. First, the powers of the noise signals at the two
microphones may be different due to microphone mismatch. Sec-
ond, considering that both the speech and the noise signals are sto-
chastic, only an approximation of the parameters can be obtained
due to the limited number of available data. The power mismatch
of the noise in the two channels and the estimation errors of the
parameters may decrease the performance of the PLD-DCPF
estimator.

It becomes an attractive research topic to study the mecha-
nisms of the traditional post-filter estimators. Lots of researchers
have already made great efforts to study statistical properties of
several well-known post-filter estimators, such as the well-known
Zelinski post-filter estimator and the noise-field-coherence (NFC)-
based post-filter estimator, and so on. Statistical properties of
these post-filter estimators can provide some insight into their
performance under the stochastic model and can give us some
guidelines to improve their performance [15–17]. Zheng et al. have
studied statistical properties of the traditional coherence-based
post-filter estimators in isotropic noise field [17].

Although some improved versions have already been proposed
for the PLD-DCPF estimator [14], its statistical properties have not
been well studied until now. To the best of our knowledge, there
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are not any theoretical guidelines to improve the PLD-DCPF esti-
mator for real applications until now. Based on this fact, this paper
studies its statistical properties and reveals the influence of the
noise power mismatch and the estimation errors of the parameters
on its performance in theory. These analysis results can give us a
clear path to improve the performance of this post-filter estimator.
We derive the explicit expression of the probability density func-
tion (p.d.f.) of this post-filter estimator, where a key function for
this derivation is the joint p.d.f. of the auto-spectra of a two-
dimensional stationary Gaussian process [18]. Using the theoreti-
cal p.d.f. expression, we study the impacts of the noise power mis-
match and the estimation errors of the parameters on both noise
reduction (NR) and speech distortion (SD). Finally, four schemes
are proposed to improve the performance of the PLD-DCPF estima-
tor based on these analysis results.

The rest of this paper is organized as follows. Section 2 gives a
brief introduction of the PLD-DCPF estimator, and a detailed statis-
tical analysis of this post-filter estimator is presented in Section 3.
In Section 4, the theoretical results are verified by the simulation
results. Some potential applications are presented in Section 5. Dis-
cussions are given in Section 6.

2. Background

The PLD-DCPF estimator uses the PLD of the observed signals at
the two microphones as a criterion for noise reduction. There are
two assumptions in the traditional PLD-DCPF estimator. First,the
powers of the desired speech at the two microphones are quite dif-
ferent; Second, the powers of the noise at the two microphones are
nearly the same.

Let the received signals at the two microphones, respectively,
be:

y1 nð Þ ¼ s nð Þ þ d1 nð Þ; ð1Þ

and

y2 nð Þ ¼ h12 nð Þ � s nð Þ þ d2 nð Þ; ð2Þ

where s nð Þ denotes the desired speech at the first microphone.
h12 nð Þ is the acoustic transfer function (ATF) of the desired speech
between the two microphones. d1 nð Þ and d2 nð Þ are the noise re-
ceived by the first and the second microphones, respectively. The
frequency-domain of (1) and (2) can be, respectively, given by:

Y1 k; lð Þ ¼ S k; lð Þ þ D1 k; lð Þ; ð3Þ

and

Y2 k; lð Þ ¼ H12 k; lð ÞS k; lð Þ þ D2 k; lð Þ; ð4Þ

where Yi k; lð Þ and Di k; lð Þ, with i ¼ 1;2, are the short-time Fourier
transforms (STFTs) of yi nð Þ and di nð Þ, respectively. S k; lð Þ and
H12 k; lð Þ are the STFTs of s nð Þ and h12 nð Þ, respectively. k is the fre-
quency index and l is the frame index.

It is well-known that there are two assumptions in the original
PLD-DCPF estimator [13]. First, H12 k; lð Þj j should be much smaller
than 1 for all k and l. Second, EfjD1ðk; lÞj2g � EfjD2ðk; lÞj2g should
hold true for all k and l. Under these two assumptions, the PLD-
DCPF estimator can be derived from the Wiener filter, which is gi-
ven by [13, (21)]:

G k; lð Þ ¼ DPY k; lð Þj j
DPY k; lð Þj j þ h 1� H12 k; lð Þj j2

� �
PDs k; lð Þ

; ð5Þ

where h is a constant factor to adjust the noise reduction level of the
Wiener filter. When h ¼ 1, the PLD-DCPF estimator (5) equals to the
Wiener filter. PDs k; lð Þ is the estimated stationary noise power spec-
tral density (SNPSD) at the first microphone, and DPY k; lð Þj j is the

PLD of the received signals at the two microphones, which can be
given by:

DPY k; lð Þ ¼ PY1Y1 k; lð Þ � PY2Y2 k; lð Þ; ð6Þ

where PYiYi
k; lð Þ, with i ¼ 1;2, are the auto-spectra power spectral

density (PSD) estimation of Yi k; lð Þ, which can be estimated by a
recursive scheme:

PYiYi
k; lð Þ ¼ kyPYiYi

k; l� 1ð Þ þ 1� ky
� �

IYiYi
k; lð Þ; i ¼ 1;2; ð7Þ

where IYiYi
k; lð Þ ¼ Yi k; lð Þj j2 and ky is a constant smoothing factor.

3. Statistical analysis of the PLD-DCPF estimator

In order to study statistical properties of the PLD-DCPF estima-
tor, this section derives the p.d.f. of G k; lð Þ in (5) mathematically.
Notice should be given that the frequency index k is discarded in
the following sections when no confusion can arise.

3.1. The joint p.d.f. of the auto-spectra of a two-dimensional stationary
Gaussian process

Without loss of generality, we can assume that y1 nð Þ; y2 nð Þð Þ
is a two-dimensional stationary Gaussian process, then the real
and the imaginary part of Yi lð Þ, with i ¼ 1;2, are statistically
independent Gaussian random variables. Hence, the periodo-
grams of the auto-spectra of the noisy speech IYiYi

lð Þ follow the
v2 distributions with 2 degrees of freedom, which can be given
by [19, (5)]:

fIYi Yi
lð Þ xð Þ ¼ U xð Þ

r2
Yi

lð Þ
exp � x

r2
Yi

lð Þ

 !
; i ¼ 1;2; ð8Þ

where r2
Yi

lð Þ ¼ E IYiYi
lð Þ

� �
and U xð Þ denotes the unit step function. As

can be seen from (7), PYiYi
lð Þ are estimated by smoothing IYiYi

lð Þ over
time. Martin introduced the concept of equivalent degrees of free-
dom and verified that PYiYi

lð Þ follow the v2 distributions with 2L de-
grees of freedom, which can be given by [19]:

fPYiYi
lð Þ xð Þ ¼ LU xð Þ

r2
Yi

lð ÞC Lð Þ
xL

r2
Yi

lð Þ

 !L�1

exp � xL
r2

Yi
lð Þ

 !
; i ¼ 1;2; ð9Þ

where C �ð Þ is the complete Gamma function. L should be a positive
number that represents half of the equivalent degrees of freedom.
The relationship between L and ky can be derived by using [19,
(25) and (28)]:

L ¼ 1þ ky

1� ky

1
1þ 2

P1
m¼1k

m
y q mð Þ ; ð10Þ

where q mð Þ is given by [19, (20)]:

qðmÞ ¼
PN�1

n¼0 h nð Þh nþmMð Þ
� �2

P
n ¼ 0N�1h nð Þ

� �2 ; ð11Þ

where h nð Þ, with n ¼ 0; . . . ;N � 1, is the window function, N is the
FFT length and M is the frame shift. If the FFT length, the frame shift
and the window function are chosen beforehand, q mð Þ is only
determined by (11) that should be a positive number. Thus L is only
dependent on ky, which can be found from (10).

Define

a ¼ L � PY1Y1 lð Þ
� ��

d � r2
Y1

lð Þ
� �

; ð12Þ

and

b ¼ L � PY2Y2 lð Þ
� ��

d � r2
Y2

lð Þ
� �

; ð13Þ

S. Wang et al. / Applied Acoustics 83 (2014) 40–46 41



Download English Version:

https://daneshyari.com/en/article/754448

Download Persian Version:

https://daneshyari.com/article/754448

Daneshyari.com

https://daneshyari.com/en/article/754448
https://daneshyari.com/article/754448
https://daneshyari.com

