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Abstract 

Under the concept of "Industry 4.0", production processes will be pushed to be increasingly interconnected, 
information based on a real time basis and, necessarily, much more efficient. In this context, capacity optimization 
goes beyond the traditional aim of capacity maximization, contributing also for organization’s profitability and value. 
Indeed, lean management and continuous improvement approaches suggest capacity optimization instead of 
maximization. The study of capacity optimization and costing models is an important research topic that deserves 
contributions from both the practical and theoretical perspectives. This paper presents and discusses a mathematical 
model for capacity management based on different costing models (ABC and TDABC). A generic model has been 
developed and it was used to analyze idle capacity and to design strategies towards the maximization of organization’s 
value. The trade-off capacity maximization vs operational efficiency is highlighted and it is shown that capacity 
optimization might hide operational inefficiency.  
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1. Introduction 

The cost of idle capacity is a fundamental information for companies and their management of extreme importance 
in modern production systems. In general, it is defined as unused capacity or production potential and can be measured 
in several ways: tons of production, available hours of manufacturing, etc. The management of the idle capacity 
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Abstract

Currently all method types used to control an anthropomorphic gripper can be grouped into two classes, namely: methods based 
on motion capture using various capturing devices (e.g.: data gloves-based method types) and methods based on motion capture 
using different algorithms applied to digital images. Approaches based on the utilization of data gloves can digitize human hands 
and fingers motion in input parameters for a virtual reality system. Approaches that use image processing algorithms utilize on
the other hand image capture devices or depth data capture devices to digitize the human hand and its movements. Using the
second method the communications between man and computer becomes much more natural and given the recent advancements 
in this field, is tending to become the normal form of interaction. This paper presents the components of a system used to 
integrate the human hand movement into a virtual reality environment using a method based on a boosting algorithm. Boosting 
algorithms are used, in the proposed system described in this paper, for the detection of human hand and its difference gestures. 
The device used to capture images is a Web camera that captures the data and feeds it into the system for further processing. The 
processing result is used to control a virtual anthropomorphic gripper that will duplicate several gestures in virtual environment. 
This paper presents the main hardware and software components that were obtained, the system implementation, and it’s testing, 
evaluate robustness and the ability to accurately spot the human hand.
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1. Introduction

Existing methods used to control an anthropomorphic gripper’s can be grouped into two classes [1], namely: 
methods based on motion capture using various capturing devices (e.g.: data gloves-based method types) and 
methods based on motion capture using different algorithms applied to digital images. Approaches based on the 
utilization of data gloves can digitize human hands and fingers motion in input parameters that can be used for
example, in a virtual reality system. The sensors motion capture gloves collect data about the hand position and its
movement in an optimal way, but they also have a great disadvantage, the price, which is very high, and the users’
experience operating these devices, may be unpleasant because it may take some time to calibrate the system and the 
sensors are very sensitive for long term use. Approaches that use image processing algorithms utilize on the other 
hand image capture devices or depth data capture devices to digitize the human hand and its movements. Using the 
second method presented, the communications between human and computer becomes much more natural and given 
the recent advancements in this field, is tending to become the normal form of interaction. Approaches based on the 
use of image processing algorithms involve the usage of image capture devices or depth data capture devices. 

Into this paper there’s presented a system that captures the data and uses the results of the processes data into a 
virtual environment in order to enable a natural human-computer interaction. Furthermore, a command and control 
interface to control a virtual anthropomorphic gripper is described. Fig. 1 presents, schematically, the system 
proposed, using a Webcam that transmits the information to a HandCommander software module. The web camera 
is used as an input device, the input device is digitized and analyzed and the input generated as a result of the 
analysis is used in the virtual environment to control a virtual hand (HandSIM component).

Fig. 1. The system proposed for the command and the control of an anthropomorphic gripper

For communication with the virtual environment, first an interface to test the communication protocol is defined 
and implemented. The communication protocol is then used by the rest of the gesture capture applications to send 
data to the virtual environment. To send motion data to the virtual environment, and to test the communication 
protocol, we created an application called InterfaceController. This application simulates human hand motion for 
each phalanx and object gripping and releasing actions. InterfaceController application is entirely created using 
Microsoft .NET. Framework. InterfaceController application uses the functionality provided by SerialPort class to 
write and possibly read data from one of the serial ports of a computer for a further potential extension of the 
system. The main application which uses the InterfaceController consists of two architectural components, namely: 
HandCOMMANDER - which transmits data to the serial port and allows data reading from the serial port;
ViewComponent – visual component that uses the GraspIT[2] application that allows signal reception and turns it 
into commands for a virtual gripper ( Fig.2).

InterfaceController application works as follows: on initialization, each finger is set on open finger position,
which means sending a value of 0 from the HandCOMMANDER component for each finger. If we want a finger 
closure, we send for that finger the value 1 from HandCOMMANDER component. Since the visualization 
component can get data only on the serial port, translation between the values 0 and 1 is possible through 
HandCOMMANDER component.

Using this communication model, in Fig. 2a, the actions performed can be seen, pressing the “Gripping” button. 
Obviously, each finger can be controlled as well independently as you can see in Fig. 2b, the thumb and the index 
finger are closed, while the rest of three fingers are open.
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Fig. 2. (a) Antrophomorphic gripper in closed position – simulation in virtual reality
(b) Anthropomorphic gripper partially closed – simulation in virtual reality.

As we intend to capture human hand motion, not only its emulation, in the following lines we present ways 
developed in this paper to detect human hand, its movements, and gesture recognition.

2. Using a webcam to capture human hand movements 

Recently, approches based on data capture and analyzing, using image capture sensors, have been throughly 
investigated. Initially, direct tehniques to detect skin color pixels in images were developed, if images have very 
high resolution[3]. Since analysis of very high resolution images requires very high processing power, alternatives 
have been developed over time. An alternative with promising outcome, on images of relatively average resolution 
is represented by segmentation tehniques, which consist in setting an initial color limit [4]. These tehniques are 
effective as execution time, but images must be captured under controlled conditions and, moreover, a fixed limit 
can’t be set because skin color depends on human race. That’s why algorithms based on this tehnique may also fail
if the image isn’t captured in optimal conditions. As a solution to the problem in the implementation of 
segmentation algorithms, we set an initial limit dynamically [5] through dividing the image into two types of 
regions, namely: skin and non-skin regions. Segmentation with variable limits is applied successfully for the 
segmentation of the regions that contain skin color. This approach fails when: any non skin region was classified as 
skin region if the object color is part of the initial limit of the color; any skin region was classified as non-skin 
region when skin values are outside the range set by the initial limit.

Because the algorithm presented by [5] significantly reduces human hand search space in an image , a version of
implementing this method is presented in this paper to obtain real- time proccesing. Once the image is divided into 
skin and non-skin regions, we apply an algorithm to search a user’s hand in regions considered skin regions. To 
search the hand in skin regions, we used a customized implementation of the AdaBoost algorithm using the
improvement of the algorithm in Tan’s paper [6].

AdaBoost abbreviation comes from Adoptive Boosting and it represents a method of assisted learning, initially 
formulated by Yoav Freund and Robert Schapire[7]. The method presented by Freund and Schapire is a meta-
algorithm, which can use other learning algorithms to improve global performace. AdaBoost algorithm is used in a
lot of empirical researches and it benefited from increased attention in recent years in the area of artificial 
intelligence. AdaBoost was first defined by Schapire in 1999[7] and implemented to detect human faces[8] but it
was noticed that this algorithm can be extended for any type of objects[6]. Adopting Tan’s[6] research result, in this
paper we created a system that uses AdaBoost algorithm to detect human hand.AdaBoost algorithm uses as learning 
method a set of classifiers, called Haar classifiers. These classifiers were developed so that all the regions that don’t 
contain a human hand to be easily eliminated. The classifier uses a basic unit to detect objects, which is similar to a 
Haar function.

During the implementation of the system it was well known that the recognition of the human hand will be a 
complex action because the system depends on several external factos, and to name a few:

• Light conditions;
• The quality of the video capturing device (including the sensor) that will directly affect the dimension of the 

image captured;
• Human hand, the tests were made using Caucasians thus making on the concept an open point to adapt it for 

others. 
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