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a b s t r a c t

In this paper, we propose a robust statistical inference approach for the varying coeffi-
cient partially nonlinear models based on quantile regression. A three-stage estimation
procedure is developed to estimate the parameter and coefficient functions involved in the
model. Under some mild regularity conditions, the asymptotic properties of the resulted
estimators are established. Some simulation studies are conducted to evaluate the finite
performance as well as the robustness of our proposed quantile regression method versus
the well known profile least squares estimation procedure. Moreover, the Boston housing
price data is given to further illustrate the application of the new method.
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1. Introduction

Varying coefficient partially linear models (VCPLMs) have been widely studied due to their merits including the
interpretability of parametric models and the flexibility of nonparametric models. Related literature on VCPLMs include
but not be restricted to Ahmad, Leelahanon, and Li (2005), Fan and Huang (2005), Kai, Li, and Zou (2011), Wang, Zhu,
and Zhou (2009) and Xia, Zhang, and Tong (2004). To capture some more complicated potential relationship between the
response variable and the covariates, Li andMei (2013) proposed the so-called varying coefficient partially nonlinearmodels
(VCPNLMs) via replacing the linear component of VCPLMsby anonlinear function of the covariates. Specifically, theVCPNLMs
can be written as

Y = XTα(U) + g(Z, β) + ε, (1)

where ‘‘T ’’ represents the transpose of a vector ormatrix throughout this paper, (X, Z) ∈ Rp
×Rs andU ∈ R are the associated

covariates, α(·) = (α1(·), . . . , αp(·))T is a p-dimensional vector of unknown coefficient functions, g(·, ·) is a previously known
nonlinear function, β = (β1, . . . , βq)T is a vector of unknown coefficients that do not necessarily have the same dimension
with Z , and ε is the random error. In addition, we assume the first component of X is 1 and thus no separate intercept is
explicitly written.

Model (1) is a very flexible model that contains many submodels such as nonlinear model, partially nonlinear model,
varying coefficient model and varying coefficient partially linear model as special cases, then it is valuable and meaningful
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to do some statistical inference on VCPNLMs. Regretfully, there exists little literature about this study up to now. Li and
Mei (2013) proposed a profile nonlinear least squares estimation approach for the parameter vector β and coefficient
function vectorα(·), and further established the asymptotic properties of the corresponding estimates. Yang andYang (2016)
presented a two-stage estimation algorithm by employing an orthogonality-projection-based method for the estimation of
parametric coefficient, and developed a novel variable selection procedure via smooth-threshold estimating equations for
the coefficient functions. Qian and Huang (2016) considered the corrected profile least-squared estimation procedure for
the VCPNLMs with measurement errors in the nonparametric part, and proposed a generalized likelihood ratio test for the
varying coefficient part to check whether the coefficient functions are a constant or not.

It is worth noting that the above mentioned literature on model (1) are closely related to the least squares (LS) approach.
As we known, although LS method is the best one in the case of normal distributed data set, it is not robust and probably
produce large bias when there exist outliers in the data set or the error follows some heavy-tailed distribution. Worse
still, the LS based estimator will break down under the error of Cauchy distribution because it is no longer a consistent
estimator now. Therefore, it is of interest and desirable to develop some robust statistical methodology for VCPNLMs and
the quantile regression (QR) proposed by Koenker and Bassett (1978) has shown to be the most popular alternative way to
overcome the drawback of LS method. Related literature on QRmethod can be referred to, for instance, Honda (2004), Kai et
al. (2011), Koenker (2005), Koenker and Bassett (1978), Kong and Xia (2012), Wu, Yu, and Yan (2010) Yu and Jones (1998),
and Yu and Lu (2004), for a comprehensive review. Consequently,motivated by these observations, we devoted to extending
the QR method to VCPNLMs in this paper, and further illustrate its empirical success through some simulation studies. To
the best of our knowledge, this is the first attempt at providing robust estimate via quantile regression for model (1).

The rest of this paper is organized as follows. In Section 2, we first present the detailed estimation procedure of model
(1) based on quantile regression approach. Asymptotic properties of the resulted estimators are established in Section 3
under some suitable conditions. Some simulation studies and a real data analysis are conducted in Section 4 to evaluate
the performance of our proposed methods, and then followed by a short conclusion in Section 5. All technical proofs are
collected in the Appendix.

2. Quantile regression for VCPNLMs

Quantile regression is often used to estimate the conditional quantile of the response variable Y , which has the following
definition

Qτ (x, z, u) = argmin
a

E{ρτ (Y − a) | (X, Z,U) = (x, z, u)},

where ρτ (t) = t[τ − I(t < 0)] is the check loss function for τ ∈ (0, 1). For model (1), Qτ (x, z, u) can be expressed as
xTατ (u) + g(z, βτ ), where a baseline function is included in ατ (u). Thus, for any given τ , quantile regression can be applied
to estimate the varying coefficient functions ατ (·) and the parameter βτ .

Suppose that {Xi, Yi, Zi,Ui}
n
i=1 are independent identically distributed (i.i.d.) random samples from

Y = XTατ (U) + g(Z, βτ ) + ετ , (2)

where ετ is the random errorwhose conditional τ th quantile equals to zero. The QR estimates of ατ (·) and βτ can be obtained
by minimizing the following quantile loss function

n∑
i=1

ρτ {Yi − g(Zi, β) − XT
i α(Ui)}. (3)

For the convenience of presentation, we will omit τ from βτ , ατ (·) and ετ in model (2) wherever clear from the context, but
we should keep in mind that those quantities are τ -specific.

Note that the above defined objective function (3) involves both the nonparametric and parametric components which
should be estimated with different rates of convergence, so it is relatively hard to solve the minimization problem. To this
end, we divide the detailed solution method into a three-stage estimation procedure. Specifically, for U in a neighborhood
of u, the unknown coefficient functions αj(U) can be locally linearly approximated as

αj(U) ≈ αj(u) + α′

j (u)(U − u) ≜ aj + bj(U − u)

for j = 1, . . . , p. Denote by {β̃, ã, b̃} the minimizer of the locally weighted quantile loss function
n∑

i=1

ρτ {Yi − g(Zi, β) − XT
i [a + b(Ui − u)]}Kh(Ui − u), (4)

where a = (a1, . . . , ap)T , b = (b1, . . . , bp)T , Kh(·) = K (./h)/h with K (·) is a kernel weight function and h is the bandwidth.
Then ã = α̃(u) and b̃ = α̃′(u).



Download English Version:

https://daneshyari.com/en/article/7546104

Download Persian Version:

https://daneshyari.com/article/7546104

Daneshyari.com

https://daneshyari.com/en/article/7546104
https://daneshyari.com/article/7546104
https://daneshyari.com

