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a b s t r a c t

In this paper we study the ideal variable bandwidth kernel density estimator introduced
byMcKay (1993a, b) and Jones et al. (1994) and the plug-in practical version of the variable
bandwidth kernel estimatorwith two sequences of bandwidths as in Giné and Sang (2013).
Based on the bias and variance analysis of the ideal and plug-in variable bandwidth kernel
density estimators, we study the central limit theorems for each of them. The simulation
study confirms the central limit theorem and demonstrates the advantage of the plug-in
variable bandwidth kernel method over the classical kernel method.

© 2018 The Korean Statistical Society. Published by Elsevier B.V. All rights reserved.

1. Introduction

Suppose that Xi, i ∈ N, are independent identically distributed (i.i.d.) observations with density function f (t), t ∈ Rd. Let
K to be a symmetric probability kernel satisfying some differentiability properties. The classical kernel density estimator

f̂ (t; hn) =
1

nhd
n

n∑
i=1

K
(
t − Xi

hn

)
, (1)

where hn is the bandwidth sequence with hn → 0, nhd
n → ∞, and its properties have been well studied in the literature.

The variance of (1) has order O((nhd
n)

−1) and the bias has order O(h2
n) if f (t) has bounded second order partial derivatives. See

Silverman (1986) andWand and Jones (1995) for the literature on kernel density estimation. For k = (k1, . . . , kd) ∈ (N∪{0})d,
set |k| =

∑d
i=1ki, one may obtain bias with order O(h4

n) for the estimator (1) if the fourth order kernel function K (x) is
allowed:

∫
Rd K (x)dx = 1 and

∫
Rd x

k1
1 · · · xkdd K (x)dx = 0 for |k| = 1, 2, 3. Nevertheless, f̂ (t; hn) in (1) may take negative values

and therefore not a true density function in this case since K (x) may take negative values. For example, seeMarron (1994). In
this paper we study the following multi-dimensional version of the variable bandwidth kernel density estimator proposed
by McKay (1993a, b):

f̄ (t; hn) =
1

nhd
n

n∑
i=1

αd(f (Xi))K (h−1
n α(f (Xi))(t − Xi)), (2)
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where α(s) is a smooth function of the form

α(s) := cp1/2(s/c2). (3)

The function p has at least fourth order derivative and satisfies p(x) ≥ 1 for all x and p(x) = x for all x ≥ t0 for some
1 ≤ t0 < ∞, and a fixed number c , where 0 < c < ∞. Eq. (2) is a variable bandwidth kernel density estimator since the
bandwidth has form hn/α(f (Xi)) if we rewrite (2) in the form of the classical one, (1).

The study of variable bandwidth kernel density estimation goes back to Abramson (1982). Abramson proposed the
following estimator

fA(t; hn) =
1

nhd
n

n∑
i=1

γ d(t, Xi)K (h−1
n γ (t, Xi)(t − Xi)), (4)

where γ (t, s) = (f (s) ∨ f (t)/10)1/2. The bandwidth hn/γ (t, Xi) at each observation Xi is inversely proportional to f 1/2(Xi)
if f (Xi) ≥ f (t)/10. Notice that (2) also has the square root law since α(f (Xi)) = f 1/2(Xi) if f (Xi) ≥ t0c2 by the definition
of the function p(x). The estimator (2) or (4) has clipping procedure in (3) or γ (t, s) since they make the true bandwidth
hn/α(f (Xi)) ≥ hn/c or hn/γ (t, Xi) ≥ 101/2hn/f (t)1/2. The clipping procedures prevent too much contribution to the density
estimation at t if the observation Xi is too far away from t . Abramson showed that this square root law and the clipping
procedure improve the bias from the order of h2

n to the order of h4
n for the estimator (4) while at the same time keep the

variance at the order of (nhd
n)

−1 if f (t) ̸= 0 and f (x) has fourth order continuous derivatives at t . So, one has a non-negative
estimator of the density that performs asymptotically as a kernel estimator based on a fourth order (hence, partly negative)
kernel. However, this variable bandwidth estimator (4) is not a density function of a true probability measure since the
integral of fA(t; hn) over t is not 1.

McKay (1993b) and Terrell and Scott (1992) showed that the following modification of the Abramson estimator without
the ‘clipping filter’ (f (t)/10)1/2 on f 1/2(Xi) studied in Hall and Marron (1988),

fHM (t; hn) =
1

nhd
n

n∑
i=1

f d/2(Xi)K (h−1
n f 1/2(Xi)(t − Xi)), (5)

which has integral 1 and thus is a true probability density,may have bias of ordermuch larger than h4
n. Therefore, the clipping

is necessary for such bias reduction. In the case d = 1, Hall, Hu, and Marron (1995) proposed the estimator

fHHM (t; hn) =
1

nhn

n∑
i=1

K
(
t − Xi

hn
f 1/2(Xi)

)
f 1/2(Xi)I(|t − Xi| < hnB) (6)

where B is a fixed constant; see also Novak (1999) for a similar estimator. This estimator is non-negative and achieves the
desired bias reduction but, like Abramson’s, it does not integrate to 1.

In conclusion, it seems that the estimator (2) has all the advantages: it is a true density function with square root law
and smooth clipping procedure. However, notice that this estimator and all the other variable bandwidth kernel density
estimators are not applicable in practice since they all include the studied density function f . Therefore, we call them ideal
estimators in the literature. Hall and Marron (1988) studied a true density estimator

f̂HM (t; h1,n, h2,n) =
1

nhd
2,n

n∑
i=1

K
(
t − Xi

h2,n
f̂ 1/2(Xi; h1,n)

)
f̂ d/2(Xi; h1,n),

by plugging in a pilot estimator, the classical estimator (1), into the estimator (5). Here the bandwidth sequence h2,n is the
hn as in (5) and the bandwidth sequence h1,n is applied in the classical kernel density estimator (1), i.e.,

f̂ (t; h1,n) =
1

nhd
1,n

n∑
i=1

K
(
t − Xi

h1,n

)
.

They took the Taylor expansion of K
(

t−Xi
h2,n

f̂ 1/2(Xi; h1,n)
)
at K

(
t−Xi
h2,n

f 1/2(Xi)
)
and then proved that the discrepancy between

the plug-in estimator f̂HM (t; h1,n, h2,n) and the ideal version (5) has asymptotic convergence rate OP (n−4/(8+d)) pointwise.
By applying this Taylor decomposition, McKay (1993b) studied convergence of plug-in estimator of (2) in probability and
point-wise. Giné and Sang (2010, 2013) studied plug-in estimators of (2) and (6) for one and d-dimensional observations.
They proved that the discrepancy between the plug-in estimator and the true value converges uniformly over a data adaptive
region at a rate of Oa.s.((log n/n)4/(8+d)) by applying empirical process techniques. The plug-in estimator in Giné and Sang
(2013) has the following form

f̂ (t; h1,n, h2,n) =
1

nhd
2,n

n∑
i=1

K
(
t − Xi

h2,n
α(f̂ (Xi; h1,n))

)
αd(f̂ (Xi; h1,n)). (7)

In this paper, we concentrate on the study of central limit theorem of the plug-in estimator (7).
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