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a b s t r a c t

The estimation of continuous treatment effect functions using observational data often
requires parametric specification of the effect curves, the conditional distributions of
outcomes and treatment assignments givenmulti-dimensional covariates.While nonpara-
metric extensions are possible, they typically suffer from the curse of dimensionality.
Dimension reduction is often inevitable and we propose a sufficient dimension reduction
framework to balance parsimony and flexibility. The joint central subspace can be esti-
mated at a n1/2-rate without fixing its dimension in advance, and the treatment effect
function is estimated by averaging local estimates of a reduced dimension. Asymptotic
properties are studied. Unlike binary treatments, continuous treatments require multiple
smoothing parameters of different asymptotic orders to borrowdifferent facets of informa-
tion, and their joint estimation is proposed by a non-standard version of the infinitesimal
jackknife.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

It is common in medical and social studies to collect data on treatments or exposures and a primary goal in these
studies is to investigate the causal effects of the treatments on an outcome. In the case of continuous treatments, the effects
are naturally described by functions, and model-free estimation typically involves smoothing to borrow information from
adjacent treatment levels.While observational data are often the only data available in practice, direct smoothing of observed
responses across different treatment levels usually results in biased estimates of causal treatment effects due to confounding.

In the literature, there are twomajor approaches for estimating treatment effects under confoundedness; they are based
on outcome regression models and generalized propensity score models. Outcome regression models describe how the
response relates to the treatment and covariates [9,14], while generalized propensity score models extend the classical
propensity scoremodels for binary treatments to account for the conditional density of treatment given covariates [4,10,13].
Doubly robust estimation was recently proposed in [17] to unify these two approaches. It combines outcome regression and
generalized propensity score models through estimation. Model-based applications require at least one correctly specified
parametric or semiparametric model for the outcome regression functions or generalized propensity scores. However, in
practice, it is often hard to check if these models are adequate without prior knowledge. In contrast, one can use fully
nonparametric smoothing techniques to replace the modeling procedures as in [4,17]. When the dimension of covariates is
large, themodel-free approaches suffer from the curse of dimensionality and can lead to unstable estimates for the treatment
effects. Some middle ground between current model-based and model-free approaches would thus be desirable.
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In this work, we study a nonparametric method that is more parsimonious and suffers less from the curse of dimen-
sionality than the fully nonparametric smoothing estimator, while retaining robustness to potential model misspecification.
Sufficient dimension reduction for treatment effect estimation has recently been studied in [11,19] for binary treatment
variables. To extend these ideas to continuous treatments, we consider a joint sufficient dimension reduction model [11] to
capture all the information of the outcome regression and generalized propensity score. In contrast, Luo et al. [19] considered
separate dimension reduction for different subgroups, which is more difficult to generalize to continuous treatments.

An advantage of sufficient dimension reduction is that, unlike generalized propensity scores which cannot be estimated
nonparametrically at a n1/2 convergence rate, the central subspace can be estimated with a n1/2-rate, which turns out to be
crucial in guaranteeing a desirable theoretical and practical performance of the treatment effects estimator. The estimation
is complicated by the need to employ multiple smoothing parameters, one for borrowing information across different
treatment levels, and another for undersmoothing with respect to marginalizing the observed covariate distribution. The
smoothing parameters are chosen in a data-adaptive manner by minimizing an estimator of the asymptotic mean squared
error via a non-standard application of the infinitesimal jackknife.

The rest of this article is organized as follows. Section 2 introduces the considered dimension reduction model and
proposes an estimation procedure to estimate the joint central subspace and the treatment effects of interest. The results
of a series of simulation studies are reported in Section 3 and an application on food patterns data analysis is described in
Section 4. Some concluding remarks are given in Section 5.

2. The proposed methodology

2.1. Joint sufficient dimension reduction model

Let Y (t) be the potential outcome associated with each treatment level t , where t ∈ T , and T is a connected subset in
R, the set of all real numbers. Also, let T be the continuous treatment variable. Then the observed outcome is Y = Y (T ).
In addition, a vector X = (X1, . . . , Xp) of covariates is observed for each subject. The main goal of this work is to estimate
the continuous treatment effect µ(t) = E{Y (t)}, t ∈ T , based on a random sample (Y1, T1,X1), . . . , (Yn, Tn,Xn). Since this
parameter is defined in terms of potential outcomes which are not observed directly, some assumptions are needed to
identify the quantity of interest by the observed data.

Assumption 1 (Positivity). fT (t | x) > 0 for all t ∈ T and x ∈ X , where fT (t | x) is the conditional density of T given X = x,
and X is the support of X.

Assumption 2 (Ignorability). Y (t) T | X for all t ∈ T , where denotes independence.

The positivity assumption states that every subject has a non-zero chance of receiving treatment level t . The ignorability
assumption says that the potential outcomes and the treatment are unconfounded when the covariates are given. That is, all
the confoundedness is captured by the vector of covariates. According to these assumptions, a simple bias removal strategy
is to use the property

E{Y (t)} = E[E{Y (t) | X}] = E[E{Y (t) | T = t,X}] = E{E(Y | T = t,X)}. (1)

Thus, an estimator for µ(t) can be obtained by averaging an estimator of the conditional effects E(Y | T = t,X). In practice,
the number of covariates is usually large and the nonparametric estimators for the conditional effects typically suffer from
the curse of dimensionality. In order to find a lower dimensional score to attain dimension reduction while retaining a
property similar to (1), we first note that the likelihood of the observed variables is

fY ,T ,X(y, t, x) = fY (y | t, x)fT (t | x)fX(x) = fY (t)(y | x)fT (t | x)fX(x)

based on Assumptions 1 and 2. One can see that all the information is conveyed through the conditional distributions of Y (t)
and T given X. Thus, we propose a joint sufficient dimension reduction model to summarize both potential outcomes and
treatment assignment, viz.

∀t∈T Y (t) X | B⊤X, T X | B⊤X (2)

for some p × d full-rank parameter matrix B with d ≤ p. Since model (2) has a nested structure in d, we can focus on
searching the joint sufficient dimension reduction subspace span(B) with the smallest dimension, which is called the joint
central subspace and the corresponding basis matrix is denoted by B0 with dimension d0. Related discussion on the model
structure and identification is given in [11] for binary treatments. Model (2) leads to the following result on the ignorability
of treatment assignment.

Proposition 1. Under Assumption 2 and model (2), the joint central subspace span(B0) satisfies Y (t) T | B⊤

0 X for all t ∈ T .
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