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Abstract

To test whether two populations have the same mean vector in a high-dimensional setting, Chen and Qin (2010, Ann.
Statist.) derived an unbiased estimator of the squared Euclidean distance between the mean vectors and proved the
asymptotic normality of this estimator under local assumptions about the mean vectors. In this study, their results are
extended without assumptions about the mean vectors. In addition, asymptotic normality is established in the class of
general statistics including Chen and Qin’s statistics and other important statistics under general moment conditions
that cover both Chen and Qin’s moment condition and elliptical distributional assumption. These asymptotic results
are applied to the construction of simultaneous intervals for all pair-wise differences between mean vectors of k ≥ 2
groups. The finite-sample and dimension performance of the proposed methods is also studied via Monte Carlo
simulations. The methodology is illustrated using microarray data.
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1. Introduction

Testing hypotheses about mean vectors is part of many procedures in multivariate analysis. The standard approach
is based on Hotelling’s classical T 2 test which is known to have optimal performance properties in large samples, i.e.,
if we assume that the number of feature variables is fixed and is much smaller than the sample size. However, in
many modern applications, the number of features exceeds the sample size, thus making the straightforward use of T 2

statistics impossible because the sample covariance matrix is singular.
Several recent papers have addressed this issue. Bai and Saranadasa [3] considered the (normal) two-sample case

with equal covariance matrices, and proposed an estimator of the Euclidean norm of the shift vector instead of T 2

statistics; they also established the asymptotic normality of the test statistics assuming that the number of features and
the sample size are of the same order. Nishiyama et al. [12] proposed a test procedure for linear hypotheses of a set
of mean vectors from k ≥ 2 normal populations. Chen and Qin [5] also derived a test for the two-sample problem
without assuming normality. Recently, various alternative approaches for the two-sample test have been proposed;
see, e.g., [4, 6, 13–15]. A good introduction to significance testing for high-dimensional mean vectors is given in [9].
In addition, k-sample significance tests for high-dimensional mean vectors have been studied in [10, 16].

Previous studies focused on testing whether the gth population mean vector µg and the hth population mean vector
µh are the same or not. However, an estimate of the Euclidean norm ∥µg − µh∥2 is often needed. For example, in
multivariate bioequivalence tests, the following hypotheses are of interest:

H : ∥µg − µh∥2 ≥ θ vs. A : ∥µg − µh∥2 < θ.

Here, θ is a prescribed constant. A confidence interval for ∥µg − µh∥2 can also be used to carry out this test.
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