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Abstract

Data collected from spatial locations are often multivariate. Gaussian conditional autoregressive (CAR) models, also
known as Gaussian Markov random fields, are frequently used to analyze such continuous data, or as models for
the parameters of discrete distributions. Two difficulties in Gaussian maximum likelihood estimation are ensuring
that the parameter estimates are allowable values, and computing the likelihood efficiently. It is shown here that, for
some commonly-used multivariate CAR models, checking for allowable parameter values can be facilitated, and the
likelihood can be computed very quickly.
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1. Introduction

Large amounts of essentially continuous spatial data are associated with the nodes or interiors of a regular rect-
angular lattice, or with irregularly spaced sites or irregularly shaped regions. For example, pixellated images are as-
sociated with the interiors of rectangular lattices, and some spatial sampling is at rectangular grid points; in contrast,
epidemiological, ecological and environmental data are usually associated with irregular sites or regions. Frequently,
there is more than one variable of interest. Spatial data observed at a few time points can also be treated as multivariate.

It is often reasonable to use, possibly after transformation, a Gaussian distribution to model continuous data.
Gaussian models are also frequently used in hierarchical modeling of the parameters of discrete models, such as the
Poisson and Logistic. Henceforth only Gaussian models are considered, which are defined by their mean and variance
structure. These can be directly specified, but the likelihood can then be difficult to obtain. An alternative specification,
which is considered here, and frequently used in applications, is that of conditional autoregressive (CAR) models, also
known as Gaussian Markov random fields (GMRFs); see, e.g., Section 6.3.2 of [6] or [20]. These CAR models specify
the mean and variance of the values at a site in terms of the values of a set, usually small, of nearby spatial sites.

For lattice data, the number of sites can be very large, and models for the mean-corrected observations are usually
simplified, e.g., taken to be (approximately) stationary, or homogeneous. Several sets of dependence neighborhoods
can be included, each with an associated parameter.

Many simple models with few parameters have been proposed for multivariate CARs on irregular regions. Ex-
amples are [8, 11–13, 18, 22]. In these papers, a simple form for the spatial dependence is used, based on a 0/1
neighborhood adjacency matrix. For irregular regional (or areal) data, the number of sites is often not large, with
some models implying that both the strength of the dependence and the conditional variance vary with the number of
neighbors.
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