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Abstract

In the analysis of data with high-dimensional covariates and small sample sizes, dimension reduction techniques have
been extensively employed. Principal component analysis (PCA) is perhaps the most popular dimension reduction
technique. To remove noise effectively and generate more interpretable results, the sparse PCA (SPCA) technique
has been developed. In high dimension, the analysis of a single dataset often generates unsatisfactory results. In a
series of studies under the “regression analysis + variable selection” setting, it has been shown that integrative analysis
provides an effective way of pooling information from multiple independent datasets and outperforms single-dataset
analysis and many alternative multi-datasets analyses, especially including the classic meta-analysis. In this study,
with multiple independent datasets, we propose conducting dimension reduction using a novel iSPCA (integrative
SPCA) approach. Penalization is adopted for regularized estimation and selection of important loadings. Advanc-
ing from the existing integrative analysis studies, we further impose contrasted penalties, which may generate more
accurate estimation/selection. Multiple settings on the similarity across datasets are comprehensively considered.
Consistency properties of the proposed approach are established, and effective computational algorithms are devel-
oped. A wide spectrum of simulations demonstrate competitive performance of iSPCA over the alternatives. Two sets
of data analysis further establish its practical applicability.
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1. Introduction

Data with high-dimensional covariates and small-to-moderate sample sizes abound. Extensive methodological and
theoretical studies have been conducted. In particular, dimension reduction techniques such as principal component
analysis (PCA), partial least squares (PLS), independent component analysis (ICA), and others, have been proposed.
PCA is arguably the most popular of all. It can assist in understanding underlying data structures, clustering analysis,
regression analysis, and many other tasks. We refer to [7, 12, 15, 17] and other publications for methodological,
theoretical, and numerical studies on PCA in high-dimensional settings. In many practical studies, it has been sug-
gested that only a small subset of variables are relevant, while others are “noise”. To identify relevant variables and
generate more interpretable results, the sparse PCA (SPCA) technique has been developed, which applies regularized
estimation to generate sparse loadings. In the literature, methodological studies on SPCA include [6, 14, 18, 24, 27],
theoretical studies include [5, 16], and numerical studies include [2], among others.

Despite many promising successes, it is still often observed that results generated from analyzing a single dataset
are unsatisfactory. This can be partly seen from our numerical study. Although there may be multiple contributing
factors, the most important is perhaps the small sample size. For many scientific problems, there are multiple in-
dependent studies with comparable settings, e.g., with the same set of variables measured on subjects with similar
characteristics [3]. In a series of studies under the “regression analysis + variable selection” settings [19, 26], it has
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