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Abstract

The problem of estimating a normal covariance matrix is considered from a
decision-theoretic point of view, where the dimension of the covariance matrix is
larger than the sample size. This paper addresses not only the nonsingular case
but also the singular case in terms of the covariance matrix. Based on James and
Stein’s minimax estimator and on an orthogonally invariant estimator, some classes
of estimators are unifiedly defined for any possible ordering on the dimension, the
sample size and the rank of the covariance matrix. Unified dominance results on such
classes are provided under a Stein-type entropy loss. The unified dominance results
are applied to improving on an empirical Bayes estimator of a high-dimensional
covariance matrix.
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1 Introduction

This paper addresses the problem of a normal covariance matrix relative to the Stein loss,
where the dimension of the covariance is larger than the sample size. This problem is pre-
cisely formulated as follows: Let X1,..., X, be independently and identically distributed
as N,(0,,X). Assume that p > n and X is a p X p positive definite matrix of unknown
parameters. Denote § = 3" X,;X,. Then § is distributed as

S ~W,(n,X%). (1.1)
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