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a b s t r a c t

The test of Ng (2008) is one of the few that enables general inference regarding the propor-
tion of non-stationary units in panel data. The current paper furthers the investigation of
Ng (2008) in two directions. First, the existing sequential limit analysis is generalized to a
very flexible asymptotic framework in which the number of time periods, T , can be either
fixed or tending to infinity jointly with the number of cross-section units, N . Second, the
test statistic is evaluated not only under the null hypothesis, but also under alternatives
that can be either fixed or local.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Consider the panel data variable yi,t , observable for t = 1, . . . , T time series and i = 1, . . . ,N cross-section units.
While applications of panel unit root tests to such variables are now commonplace, there are still ambiguities as how best
to interpret the test results. In a recent note, Pesaran (2012) emphasizes that a rejection of the panel unit root hypothesis
should be interpreted as evidence that a proportion θ < 1 of the cross-sectional units are unit root non-stationary, which
is not very informative. He therefore recommends augmenting the test outcome with an estimate of θ . Unfortunately, most
existing panel unit root tests do not lead to such an estimate. One exception is the test of Ng (2008), which is based on a
direct estimator of θ ∈ (0, 1].1 Hence, unlike other tests (see Breitung and Pesaran, 2008; Baltagi, 2008, Chapter 12, for
surveys of the panel unit root and cointegration literatures), the test of Ng (2008) is appropriate in general when wanting
to infer θ , and not just when testing H0 : θ = θ0 = 1 versus H1 : θ ∈ (0, 1). What is more, this advantage seems to come at
no expense in terms of test construction. In fact, it is difficult to imagine a simpler test.

In this paper we extend the work of Ng (2008) in two directions. First, while very convenient, as is well known (see, for
example, Westerlund and Breitung, 2013; Phillips and Moon, 1999), sequential asymptotics are unlikely to be enough to
capture actual behavior. Ng (2008) assumes that N → ∞ before T → ∞, which means that her results are subject to this
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same critique. In the current paper we take this as our starting point to develop a newmore general theory. The new theory
is based on a finite-sample expansion of the test statistic that retains not only the first order terms but also higher order
terms (see Westerlund and Larsson, 2015, for a discussion). The expansion is evaluated in two ways; (i) as N → ∞ with
T held fixed, and (ii) as N, T → ∞ jointly. The reason for this is that we want to understand not only the observed test
behavior for a given T , but also how that behavior changes as T is allowed to increase. Except for Im et al. (2003), to the best
of our knowledge this is the only panel unit root study to consider both the fixed-T and large-T cases, an undertaking that is
shown to be very rewarding. Indeed, the theoretical predictions are shown to be very accurate, even in very small samples.

Second, the sequential asymptotic analysis of Ng (2008) only covers the behavior under the null hypothesis, and there is
no analysis of power. Therefore, in order to compensate for this, in the current paper we evaluate power against two types
of alternatives. On the one hand, if the alternative is ‘‘local-to-unity’’ in the sense that the deviation from the unit root null
goes to zero as N → ∞, then we show that while power is non-negligible, θ is no longer estimable, not even if N, T → ∞

jointly. On the other hand, if the alternative is ‘‘non-local’’ in the sense that the deviation from the null does not depend on
the sample size, then we show that power is increasing in N and that θ is again estimable. These results complement nicely
the discussion in Pesaran (2012, page 546), who states that: ‘‘To identify the exact proportion of the sample for which the
null hypothesis is rejected one requires country-specific data sets with T sufficiently large’’. While in principle correct, in
light of the new results provided here, it is clear that having T large enough is not a sufficient condition for identification of
θ ; for this to happen the deviation from the null must also not be ‘‘too small’’.

2. Model and assumptions

The DGP of yi,t is similar to the one considered in Ng (2008), and is given by

yi,t = λi + ui,t , (1)
ui,t = αiui,t−1 + ϵi,t , (2)

where ui,0 = 0. The unit-specific intercept λi and the error ϵi,t satisfy the following assumptions.

Assumption 1. ϵi,t independently and identically distributed (iid) across both i and t with E(ϵi,t) = 0, E(ϵ2
i,t) = σ 2

ϵ > 0 and
E(ϵ4

i,t)/σ
4
ϵ = κϵ < ∞.

Assumption 2. λi can be random or non-random, provided that σ 2
λ,N =

N
i=1(λi − λ)2/N →p σ 2

λ < ∞ as N → ∞, where
λ =

N
i=1 λi/N and →p signifies convergence in probability. If λi is random, it should be independent of αi and ϵi,t .

Our first main departure from the setup of Ng (2008) is the modeling of αi. Let us therefore assume without loss of
generality that the first N1 ≥ 1 units have αi = 1 and that the remaining N0 = N − N1 units have αi < 1. Thus, in this
notation,

θ =
N1

N
∈ (0, 1]. (3)

The null hypothesis of interest is that H0 : θ = θ0, which is equivalent to requiring α1 = · · · = αN1 = 1. A common way to
set up the alternative hypothesis is to assume that αN1+1, . . . , αN are ‘‘non-local’’ (or fixed) in the sense that the degree of
mean reversion is not allowed to depend on the sample size. However, with such a specification we only learn if the test is
consistent and, if so, at what rate. To be able to evaluate the power analytically, we therefore have to consider an alternative
in which αi is local-to-unity as N → ∞. Assumption 3 nests both types of alternatives.

Assumption 3.

αi = exp


ci
Nη


, (4)

where η ≥ 0 and ci ≤ 0 is a random drift parameter such that c1 = · · · = cN1 = 0 and cN1+1, . . . , cN independent with
E(|ci|p) < ∞ for all p and i = N1 + 1, . . . ,N . Also, ci is independent of ϵi,t .

Let us denote by µ1,p and µ0,p the p-order moments of c1, . . . , cN1 and cN1+1, . . . , cN , respectively, and let µp be the
corresponding moment of c1, . . . , cN . The above specification with both non-stationary and stationary units implies that ci
has a mixture distribution, whose moments are weighted sums of the moments of the two component distributions. Hence,
sinceµ1,p = 0 for all p ≥ 1, we have thatµp = θµ1,p +(1−θ)µ0,p = (1−θ)µ0,p. If p = 0, thenwe defineµ1,0 = µ0,0 = 1,
suggesting that µ0 = 1. Although this is not strictly necessary, to simplify the analysis, we assume that E(|ci|p) < ∞ for
all p and i = N1 + 1, . . . ,N , such that all the moments of cN1+1, . . . , cN exist.2 The ‘‘closeness’’ of the local alternative to

2 Most of the existing literature (see, for example, Moon and Perron, 2008; Moon et al., 2007) supposes that the support of ci is bounded, which implies
finite moments. In our case, strictly speaking the assumption of finite moments is only required in the case when η = 0 (αi is non-local), which is not
restrictive in the sense that the case with αi explosive does not seem very realistic.
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