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Abstract: In this paper, we consider the nonparametric regression model Yy,; = g(¢;)+¢€n, 1 <i < nand
n > 1, where {¢;} are non-random design points, and g(-) is an unknown Borel measurable function defined
on [0,1]. Under some general conditions, we study the asymptotic normality of the wavelet estimator of
g(+), where the random errors {z,;} are asymptotically negatively associated (ANA, for short) random
variables. In addition, a simulation study is provided to evaluate the finite sample performance of the
wavelet estimator.
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Introduction

Consider the following nonparametric regression model:

Yii=gt) +en, 1<i<n, n>1, (1.1)

where the regression function g(-) is an unknown Borel measurable function defined on [0,1], {¢;} are
non-random design points with 0 <#; < .- <#¢, <1, and {e,;} are random errors.

It is well known that regression model has many applications in filtering and prediction in commu-

nications and control systems, pattern recognition, classification and econometrics, and is an important
tool of data analysis. In the last decades, many scholars were interested in the research of weighted
estimators of g(-). One can refer to Priestley and Chao [1], Prakasa Rao [2] and the references therein
for the independent case; Roussas and Tran [3], Liang and Jing [4] among others for various dependent
cases.

One of the most important weight function estimations is wavelet estimation. The wavelet estimator

of g(-) was proposed by Antoniadis et al. [5] as follows:

gn(t)ZZYm/A Eo(t,8)ds, A; = [si-1,5:), (12)
=1 i

where Ay, As, -+, A, is a partition of interval [0,1] with ¢; € A;. The wavelet kernel E,,(t,s) can be
defined as follows:

Eo(t,s) =Y _o(t—j)p(s—j), Em(t,s)=2"E(2™t,2ms), (1.3)
JEZ

*Supported by the National Natural Science Foundation of China (11671012, 11501004, 11501005), the Natural Science

Foundation of Anhui Province (1508085J06) and the Key Projects for Academic Talent of Anhui Province (gxbjZD2016005).

TCorresponding author. Email address: wxjahdx2000@126.com



Download English Version:

https://daneshyari.com/en/article/7548079

Download Persian Version:

https://daneshyari.com/article/7548079

Daneshyari.com


https://daneshyari.com/en/article/7548079
https://daneshyari.com/article/7548079
https://daneshyari.com

