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a b s t r a c t

Recently, nonparametric techniques have been proposed to study bifurcating autoregres-
sive processes. One can build Nadaraya–Watson type estimators of the two autoregressive
functions as in Bitseki Penda et al. (2017) and Bitseki Penda and Olivier (2017). In the
present work, we prove moderate deviation principle for these estimators.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

1.1. A generalization of BAR processes

Bifurcating autoregressive (BAR) processeswere introduced by Cowan and Staudte (1986) in 1986 to study E. coli bacteria.
Since then it has been extensively studied.We refer in particular to the recent works of Bercu and Blandin (2015), de Saporta
et al. (2014), see also references therein. Nonlinear bifurcating autoregressive (NBAR) processes, studied in Bitseki Penda et
al. (2017b); Bitseki Penda and Olivier (2017), generalize BAR processes, avoiding an a priori linear specification on the two
autoregressive functions.

We first need some notation. We introduce the infinite binary tree whose vertices are indexed by the positive integers:
the initial individual is indexed by 1 and an individual k ≥ 1 gives birth to two individuals 2k and 2k + 1. For m ≥ 0, let
Gm = {2m, . . . , 2m+1

− 1} be the mth generation. A given individual k ≥ 1 lives in the rkth generation with rk = ⌊log2k⌋.
Let us now introduce precisely a NBAR process which is specified by (1) a filtered probability space (Ω,F, (Fm)m≥0,P),
together with a measurable state space (R,B), (2) two measurable functions f0, f1 : R → R and (3) a probability density G
on (R × R,B ⊗ B) with a null first order moment. In this setting we have the following
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Definition 1. A NBAR process is a family (Xk)k≥1 of random variables with value in (R,B) such that, for every k ≥ 1, Xk is
Frk-measurable and

X2k = f0(Xk) + ε2k and X2k+1 = f1(Xk) + ε2k+1

where
(
(ε2k, ε2k+1)

)
k≥1 is a sequence of independent bivariate random variables with common density G.

The distribution of (Xk)k≥1 is thus entirely determined by the autoregressive functions (f0, f1), the noise density G and an
initial distribution for X1. Informally, each k ≥ 1 is viewed as a particle of feature Xk (size, lifetime, growth rate, DNA content
and so on) with value in R. Conditional on Xk = x, the feature (X2k, X2k+1) ∈ R2 of the offspring of k is a perturbed version of(
f0(x), f1(x)

)
. When X1 is distributed according to a measure µ(dx) on (R,B), we denote by Pµ the law of the NBAR process

(Xu)u∈T and by Eµ[·] the expectation with respect to the probability Pµ.

1.2. Nadaraya–Watson type estimator of the autoregressive functions

For n ≥ 0, introduce the genealogical tree up to the (n + 1)th generation, Tn+1 =
⋃n+1

m=0Gm. Assume we observe
Xn+1

= (Xk)k∈Tn+1 , i.e. we have |Tn+1| = 2n+2
− 1 random variables with value in R. Let D ⊂ R be a compact interval.

We propose to estimate (f0(x), f1(x)) the autoregressive functions at point x ∈ D from the observations Xn+1 by(
f̂ι,n(x) =

|Tn|
−1∑

k∈Tn
Khn (x − Xk)X2k+ι(

|Tn|
−1∑

k∈Tn
Khn (x − Xk)

)
∨ ϖn

, ι ∈ {0, 1}
)
, (1)

where ϖn > 0 and we set Khn (·) = h−1
n K (h−1

n ·) for hn > 0 and a kernel function K : R → R such that
∫
R K = 1. Almost sure

convergence to
(
f0(x), f1(x)

)
and asymptotic normality of these estimators have been studied in Bitseki Penda and Olivier

(2017).

1.3. Objective

Statistical estimators are also studied under the angle of large and moderate deviation principles. Large and moderate
deviations limit theorems are proved in the independent setting for the kernel density estimator and also for the Nadaraya–
Watson estimator (see Louani (1998) and Joutard (2006) in the univariate case). We refer to Mokkadem and Pelletier (2006)
for the study of confidence bands based on the use of moderate deviation principles.

Before we proceed, let us introduce the notion of moderate deviation principle in a general setting. Let (Zn)n≥0 be a
sequence of random variables with values in R endowed with its Borel σ -fieldB and let (sn)n≥0 be a positive sequence that
converges to+∞.We assume that Zn/sn converges in probability to 0 and that Zn/

√
sn converges in distribution to a centered

Gaussian law. Let I : R → R+ be a lower semicontinuous function, that is for all c > 0 the sub-level set {x ∈ R, I(x) ≤ c} is
a closed set. Such a function I is called rate function and it is called good rate function if all its sub-level sets are compact sets.
Let (an)n≥0 be a positive sequence such that an → +∞ and an/sn → 0 as n goes to +∞.

Definition 2 (Moderate Deviation Principle, MDP). We say that Zn/
√
ansn satisfies a moderate deviation principle in R with

speed an and the rate function I if, for any A ∈ B,

− inf
x∈A◦

I(x) ≤ lim inf
n→∞

1
an

logP
( Zn
√
ansn

∈ A
)

≤ lim sup
n→∞

1
an

logP
( Zn
√
ansn

∈ A
)

≤ − inf
x∈Ā

I(x),

where A◦ and Ā denote respectively the interior and the closure of A.

Our objective is to prove such a MDP for the estimators f̂0(x) and f̂1(x).

2. Moderate deviation principle

2.1. Model contraints

The autoregressive functions f0 and f1 will be restricted to belong to the following class. For ℓ > 0, we introduce the
class Fℓ of bounded functions f : R → R such that |f |∞ = supx∈R|f (x)| ≤ ℓ. The two marginals of the noise density
G0(·) =

∫
R G(·, y)dy and G1(·) =

∫
R G(x, ·)dx are devoted to belong to the following class. For r > 0 and λ > 2, we introduce

the class Gr,λ of nonnegative continuous functions g : R → [0, ∞) such that, for any x ∈ R, g(x) ≤
r

1+|x|λ
. For any R > 0, we

set

δ(R) = min
{
inf

|x|≤R
G0(x); inf

|x|≤R
G1(x)

}
(2)

and

η(R) =
|G0|∞ + |G1|∞

2

∫
|y|>R

∫
x∈R

r

1 +
⏐⏐y − γ |x| − ℓ

⏐⏐λ ∧
⏐⏐y + γ |x| + ℓ

⏐⏐λ dxdy.
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