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a b s t r a c t

We introduce a novel class of strictly proper scoring rules for statistical models on spheres
that does not require the calculation of normalizing constants. The class contains the
Hyvärinen scoring rule investigated by Mardia et al.(2016).
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1. Introduction

Consider parameter estimation in a parametric model P on a p-dimensional unit sphere Sp
:= {z = (z1, . . . , zp+1)⊤ ∈

Rp+1
: (z1)2 + · · · + (zp+1)2 = 1}. The maximum likelihood estimation in a parametric model on a sphere is often difficult.

Suppose thatP is given by {f (·; θ ) = f1(·; θ )/c(θ ) : θ ∈ Θ} forΘ ⊂ Rd and d ∈ N, where f1(·; θ ) is a non-negative function on
Sp for each θ ∈ Θ . The normalizing constant c(θ ) of f1(·; θ ) often does not have an explicit form. One of the most important
examples is the Fisher–Binghammodel (Mardia and Jupp, 2000). To conductmaximum likelihood estimation for the Fisher–
Binghammodel, the saddle-point approximation (Kume andWood, 2005) and the holonomic gradient method (Nakayama
et al., 2011) have been proposed.

Instead of the maximum likelihood estimation, we consider parameter estimation based on proper scoring rules. A
scoring rule S is a loss function S(z, f ) : Sp

× P → R ∪ {∞} that measures the quality of a density f as an estimate
of the density of a random variable Z on Sp in the case that the realized value of Z is z. It is said to be proper if the
expected score

∫
S(z, g)f (z)dµ(z) is minimized at g = f for any f ∈ P . It is said to be strictly proper if the minimizer is

unique. On the basis of samples Z1, Z2, . . . , Zn and a proper scoring rule S, we estimate θ by the minimum score estimator
θ̂ (Z1, . . . , Zn) ∈ argminθ∈Θ

∑n
i=1S(Zi, f (·; θ )). Note that the estimator based on a strictly proper scoring rule is typically

consistent; see Dawid (2007).
Hyvärinen (2005) proposed theHyvärinen scoring rule, a strictly proper scoring rule that does not require the normalizing

constant. Ehm and Gneiting (2012) and Parry et al. (2012) characterized proper scoring rules that do not require the
normalizing constant. Their contributions mainly go through the case in which samples take their values on Euclidean
spaces. Recently,Mardia et al. (2016) constructed an extension of theHyvärinen scoring rule to compact orientedRiemannian
manifolds.

In this paper, for parametric estimation on spheres, we propose an easy-to-construct class of strictly proper scoring rules
that does not require the normalizing constant. Our class contains the Hyvärinen scoring rule (Mardia et al., 2016) and
preserves three major statistical properties that the Hyvärinen scoring rule has; The first is being strictly proper. Since our
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scoring rules are strictly proper, the minimum score estimators are typically consistent; see Remark 1 and Dawid (2007).
The second is avoiding the calculation of the normalizing constant. The third is orthogonal invariance. Our scoring rules are
invariant under orthogonal transformation of samples.

Relationship to the prior work (Mardia et al., 2016; Ehm and Gneiting, 2012; Parry et al., 2012) should be mentioned. As
mentioned above, our class contains the Hyvärinen scoring rule (Mardia et al., 2016). Detailed discussions are presented in
Section 4. Numerical experiments in Section 5 report that there is a room in our class for improvement with respect to the
Hyvärinen scoring rule. Note that our numerical experiments are limited and the generalization takes more experiments.
We also give a comment on a difference between this paper and Ehm and Gneiting (2012) and Parry et al. (2012). The
main difference between this paper and Ehm and Gneiting (2012) and Parry et al. (2012) is that we provide an easy-to-
construct class of proper scoring rules instead of characterizing all proper scoring rules that do not require the normalizing
constant.

2. Preparation

We summarize additional terminologies related to scoring rules.
First, we define two-locality and homogeneity of scoring rules. These properties of scoring rules ensure that the scoring

rules do not require the normalizing constant. For the reference of the definitions, see Ehm and Gneiting (2012) and Parry
et al. (2012).

Definition 1 (Two-locality). A two-local scoring rule S is a scoring rule represented by S(z, f ) = s(z, f (z), ∇ f̃ (z), ∇ 2̃f (z))
using s : Sp

× R+ × Rp+1
× R(p+1)×(p+1)

→ R ∪ {∞} for all z ∈ Sp and all f ∈ P , where f̃ is a domain extension of f to a
function on Rp+1

\ {0} such that f̃ (z) := f (z/
√
z⊤z), ∇ is the gradient operator on Rp+1, and ∇

2̃f = ∇(∇ f̃ )⊤.

Definition 2 (Homogeneity). A two-local scoring rule is said to be homogeneous if s(z, f (z), ∇ f̃ (z), ∇ 2̃f (z)) = s(z, λf (z),
λ∇ f̃ (z), λ∇

2̃f (z)) for an arbitrary positive constant λ.

By definition, the estimation using a homogeneous scoring rule does not require the normalizing constant.
Second, we define orthogonal invariance of scoring rules and models.

Definition 3 (Orthogonal Invariance). A scoring rule S on Sp is said to be orthogonally-invariant if S(Vz, f ◦ V⊤) = S(z, f ) for
any orthogonal matrix V , where f ◦V⊤ is the induced measure of f from V . A parametric model P is said to be orthogonally-
invariant if f ◦ V⊤

∈ P for each f ∈ P and for each orthogonal transformation V .

3. Proposed scoring rules

In this section, for parametric estimation on Sp, we introduce a useful class of strictly proper scoring rules that does not
require the normalizing constant. In what follows, we work with the following assumption on the model P .

Assumption 1. Each element in P has a strictly positive and twice continuously differentiable density f with respect to the
uniform measure µ.

Let Φ be a function from Sp
×Rp+1 to R that satisfies the following assumption. Recall that for a function f on Sp, f̃ is the

domain extension of f such that f̃ (z) = f (z/
√
z⊤z).

Assumption 2. For each z ∈ Sp,Φ(z, ·) is strictly concave and twice continuously differentiable, and the derivative of Φ̃(z, u)
with respect to the second argument is differentiable with respect to the first argument for all (z, u) ∈ (Rp+1

\ {0}) × Rp+1.

For a function Φ satisfying Assumption 2, let SΦ : Sp
× P → R be defined by

SΦ (z, f ) =Φ(z, ∇ log f̃ (z)) − (∇ log f̃ (z))⊤(∇2Φ)(z, ∇ log f̃ (z))

− tr[∇{∇2Φ̃(z, ∇ log f̃ (z))}⊤]

− tr((∇2
2Φ)(z, ∇ log f̃ (z))∇2 log f̃ (z)) + pz⊤(∇2Φ)(z, ∇ log f̃ (z)), (1)

where (∇2Φ)(z, u) := (∂Φ(z, u)/∂u1, . . . , ∂Φ(z, u)/∂up+1)⊤ and tr is the trace of a (p + 1) × (p + 1) matrix.
The following theorem tells us that SΦ is a strictly proper scoring rule that does not require the normalizing constant and

that is orthogonally-invariant, which is our main result. We denote by ∥ · ∥ the standard norm in Rp+1.

Theorem 1. Assume that P satisfies Assumption 1 and that Φ satisfies Assumption 2. Then, the scoring rule SΦ defined by (1) is
strictly proper, two-local, and homogeneous. Moreover, if P is orthogonally-invariant, and if Φ has the form Φ(z, u) = r(∥u∥2)
with a twice continuously differentiable function r : R+ → R, SΦ is orthogonally-invariant.
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