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a b s t r a c t

Under the singular multivariate skew normal (SMSN) setting, we showed that, in this
paper, the necessary and sufficient conditions for independence of two sub-vectors given
in Young et al. (2017) are equivalent to the results in Wang et al. (2009). In addition, the
distribution of quadratic form of SMSN random vector is derived, with this new definition
of the noncentral skew chi-square distribution. Several examples are given to illustrate our
main results.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

In many real world problems, the assumptions of normality are violated as the data possess some level of skewness. The
class of skew normal distributions is an extension of the normal distribution, allowing for the presence of skewness was
introduced by Azzalini (1985) and Azzalini and Dalla (1996).

The random variable X is said to have the skew normal distribution with the location parameter µ ∈ ℜ, scale parameter
σ > 0, and skewness parameter α ∈ ℜ, denoted by X ∼ SN(µ, σ 2, α), if its probability density function (pdf) is of the form

fX (x) = 2φ(x, µ, σ 2)Φ
{
α

(
x − µ

σ

)}
, (1.1)

where φ(·) is the normal pdf and Φ(·) is cumulative distribution function of standard normal distribution respectively. The
class ofmultivariate skewnormal distributions has been studied by Azzalini and Capitanio (1999). The randomvector x ∈ ℜ

n

is said to have amultivariate skewnormal distributionwith location parameterµ ∈ ℜ
n, positive definitematrixΣ ∈ Mn×n,

and skewness vector α ∈ ℜ
n, and denoted by x ∼ SNn(µ,Σ, α), if its pdf is given by

f (x) = 2φn(x; µ,Σ)Φ
(
α′(x − µ)

)
, (1.2)

where φn(x; µ,Σ) is the n-dimensional normal density with mean µ and covariance matrix Σ. Also Wang et al. (2009)
proposed a new family of multivariate skew normal distribution and a new version of Cochran’s theorem based on it. Let
z ∼ SNk(0, Ik, α), where Ik is the identity matrix order k. The distribution of y = µ + B′z is called multivariate skew
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normal with the location parameter µ ∈ ℜ
n, the scale parameter B ∈ ℜ

k×n, and the shape parameter α ∈ ℜ
k, denoted

by y ∼ SN n(µ,B, α). The moment generating function of y is given by

My(t) = 2 exp
{
t′µ +

t′Σt
2

}
Φ

{
α′Bt

(1 + α′α)1/2

}
(1.3)

and the density function of y, if it exists, is given by,

f (y; µ,B, α) = 2φk (y; µ,Σ) Φ

⎧⎨⎩ α′BΣ−1(y − µ)[
1 + α′(Ik − BΣ−1B′)α

] 1
2

⎫⎬⎭ , (1.4)

where Σ = B′B.
This paper is organized as follows. Related results of Young et al. (2016, 2017) and other multivariate skew-normal

distributions are listed in Section 2. The equivalence between the results of Wang et al. (2009) and results of Young et
al. (2017) are discussed in Section 3, especially for the necessary and sufficient conditions for independence. In Section 4
distributions of quadratic forms for singular multivariate skew-normal variables are derived following a new definition of
noncentral skew chi square distribution. Several examples are given for the illustration of our main results.

2. Singular multivariate skew-normal distributions

In this section, we would like to adopt the notations of Young et al. (2016, 2017). Let ℜ
m×n be the vector space of all

m × n matrices over the real field ℜ. Let A+ be the Moore–Penrose inverse of the nonnegative definite A ∈ ℜ
n×n with

rank r < n, let A
−

1
2 be the symmetric matrix such that A

−
1
2 A

−
1
2

= A+, and let σi(A) be the ith largest eigenvalue of A and
detr (A) =

∏r
i=1σi(A).

The new version of multivariate skew normal distribution, different from the one given in Azzalini and Dalla (1996), was
given by Vernic (2006). A random vector y ∈ ℜ

n is said to have a multivariate skew normal distribution with skewness
parameter γ ∈ ℜ

n, written y ∼ MSNn(µ,Σ, δ, γ), if its density function is

f (y) =
1

Φ(δ)
φn(y; µ,Σ)Φ

[
δ + γ ′Σ−1(y − µ)√

1 − γ ′Σ−1γ

]
, (2.1)

where µ ∈ ℜ
n, Σ ∈ ℜ

n×n such that γ ′Σ−1γ < 1, and δ ∈ ℜ. Similar to the approach of the singular multivariate normal
distribution given by Van Perlo-ten Kleij (2004), Young et al. (2016) defined the singular multivariate skew normal (SMSN)
distribution as follows.

Definition 2.1. A random vector y ∈ ℜ
n is said to have SMSN distribution with skewness parameter γ ∈ ℜ

n, denoted as
y ∼ SMSNn(µ,Σ, δ, γ), if its density function is

f (y) =
1

Φ(δ)
φs
n(y; µ,Σ)Φ

[
δ + γ ′Σ+(y − µ)√

1 − γ ′Σ+γ

]
, (2.2)

where y, µ, γ are n-vectors, Σ ∈ ℜ
n×n is a nonnegative definite matrix with rank(Σ) = r < n, γ in the column space of Σ,

say C(Σ), such that γ ′Σ+γ < 1, δ ∈ ℜ and

φs
n(y; µ,Σ) = (2π )−n/2detr (Σ)−1/2 exp

{
−

1
2
(y − µ)′Σ+(y − µ)

}
.

Remark 2.1. In (1.3), let B = Σ1/2 and γ =
Σ1/2α

√
1+α′α

. Then the moment generating function of y = µ + Σ1/2z is

My(t) = 2 exp
{
t′µ +

t′Σt
2

}
Φ(γ ′t), (2.3)

which is the moment generating function of SMSNn(µ,Σ, γ) given in Young et al. (2016). Thus if we use the moment
generating function to define the SMSN distribution, then SMSNn(µ,Σ, γ) is a special case in the family of multivariate
skew normal distribution defined in Wang et al. (2009) with B = Σ1/2. More details will be given in next section.

3. Independence between two sub-vectors

First wewould like to obtain the density function of y ∼ SN n(µ,B, α) in (1.3) for any B ∈ ℜ
k×n usingmoment generating

function of x ∼ SMSNn(µ,Σ, γ) for the case of δ = 0.

Theorem 3.1. Let y ∼ SN n(µ,B, α) with the moment generating function given in (1.3), then the density function of y is given
by (2.2) with δ = 0, γ = B′α/

√
1 + α′α and Σ = B′B.
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