
Accepted Manuscript

Tail bounds for sums of geometric and exponential variables

Svante Janson

PII: S0167-7152(17)30371-1
DOI: https://doi.org/10.1016/j.spl.2017.11.017
Reference: STAPRO 8080

To appear in: Statistics and Probability Letters

Received date : 25 September 2017
Accepted date : 29 November 2017

Please cite this article as: Janson S., Tail bounds for sums of geometric and exponential variables.
Statistics and Probability Letters (2017), https://doi.org/10.1016/j.spl.2017.11.017

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form.
Please note that during the production process errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.spl.2017.11.017


TAIL BOUNDS FOR SUMS OF GEOMETRIC AND

EXPONENTIAL VARIABLES

SVANTE JANSON

Abstract. We give explicit bounds for the tail probabilities for sums of
independent geometric or exponential variables, possibly with different
parameters.

1. Introduction and notation

Let X =
∑n

i=1 Xi, where n > 1 and Xi, i = 1, . . . , n, are independent geo-
metric random variables with possibly different distributions: Xi ∼ Ge(pi)
with 0 < pi 6 1, i.e.,

P(Xi = k) = pi(1 − pi)
k−1, k = 1, 2, . . . . (1.1)

Our goal is to estimate the tail probabilities P(X > x). (Since X is integer-
valued, it suffices to consider integer x. However, it is convenient to allow
arbitrary real x, and we do so.)

We define

µ := EX =
n∑

i=1

EXi =
n∑

i=1

1

pi
, (1.2)

p∗ := min
i

pi. (1.3)

We shall see that p∗ plays an important role in our estimates, which roughly
speaking show that the tail probabilities of X decrease at about the same
rate as the tail probabilities of Ge(p∗), i.e., as for the variable Xi with
smallest pi and thus fattest tail.

Recall the simple and well-known fact that (1.1) implies that, for any
non-zero z such that |z|(1 − pi) < 1,

E zXi =

∞∑

k=1

zk P(Xi = k) =
piz

1 − (1 − pi)z
=

pi
z−1 − 1 + pi

. (1.4)

For future use, note that since x 7→ − ln(1 − x) is convex on (0, 1) and 0
for x = 0,

− ln(1 − x) 6 −x

y
ln(1 − y), 0 < x 6 y < 1. (1.5)
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