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a b s t r a c t

We extend Lévy’s and Robbins’s results on distribution modulo 1 of sums of i.i.d. random
variables to the case of autoregressive random variables and their sums. We show that the
results may and may not depend on the regression coefficient and on the distribution of
the white noise.
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1. Introduction

Given a sequence Zn(ω) of random variables (r.v. in abbreviated notation), ω ↦→ Zn(ω) is called below a time sample and
n ↦→ Zn(ω) (ω fixed) is called a trajectory.

When Zn(ω) is the fractional part of the sum of n independent and identically distributed r.v.’s, Lévy (1939) and Robbins
(1953) (see also Berger and Hill (2011, p. 104)) proved that, except for a few special cases, the distribution of the time sample
of the process convergesweakly to the uniformdistribution on [0, 1) and that the trajectories of the process are almost surely
uniformly distributedmodulo 1 (u.d. mod. 1 in abbreviated form; see the definition below). Some results on the convergence
rate for the latter topic are given in Schatte (1988).When Zn(ω) is the fractional part of the sum of n independent r.v.’s, Miller
and Nigrini (2008) provide in some necessary and sufficient conditions on characteristic functions ensuring that the density
of the time sample converges in L1-norm to the uniform density on [0, 1). See Miller and Nigrini (2008) and Schatte (1988)
for more references on the subject.

In the present note, we investigate the distributionmodulo 1 of time samples and trajectories of autoregressive processes
of order 1 and of partial sums of their terms, thus extending Lévy’s and Robbins’s results and complementing Miller and
Nigrini’s ones. Our setting may seem narrow but it suffices to depict the kind of difficulties which arise when considering
arrays instead of sequences and when the r.v.’s involved in the sums are not supposed to be identically distributed (see also
Example 2.4 inMiller and Nigrini (2008) for the latter topic). We provide a few possible ways of extension in Section 4. Some
of our results depend strongly on the value of the regression coefficient and on the distribution of the white noise, others
can be described as invariance principles.
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Besides its role in Analytic Number Theory (Chandrasekharan, 1968; Ganville and Rudnick, 2007; Massé and Schneider,
2014), distribution modulo 1 is closely related with first digit frequency, mantissa distribution and Benford’s law (Berger and
Hill, 2011;Massé and Schneider, 2012), whose scope of application has grown substantially during the past few years (Miller,
2015).

The rest of this section is devoted to the precise description of our framework and to some notation and definitions.
Section 2 presents some known tools used in our proofs. Our results are stated and proved in Section 3. In this note, the
lemmas are known results and the propositions and the theorems are new.

1.1. The two processes under investigation

We shall consistently use the following notation through this note:

• the sequence (Xn)n≥0 is defined by Xn = aXn−1 + εn (n ≥ 1) where a ̸= 1 is a positive real number, (εn)n≥1 is a
sequence of independent and identically distributed r.v.’s and X0 is a r.v. independent of (εn)n≥1;

• we set Y0 = X0 and Yn = X0 + · · · + Xn (n ≥ 1).

Hence

Xn = anX0 + an−1ε1 + · · · + aεn−1 + εn (1)

and

Yn = bnX0 + bn−1ε1 + · · · + b1εn−1 + εn. (2)

where bn =
∑l=n

l=0a
l.

We are interested in the asymptotic distribution of the fractional part of Xn and of Yn and in the distribution of the
corresponding trajectories (see the definition in Section 1.2). This framework differs somehow from Miller and Nigrini’s
one because it does not exist any sequence of independent r.v.’s (Tn)n≥0 such that Xn = Tn − Tn−1 or Yn = Tn − Tn−1 for all n.

1.2. Notation and definitions

The fractional part {x} of a real number x is defined by {x} = x − ⌊x⌋ where ⌊x⌋ is the largest integer less than x. When
dealing with fractional parts, we get benefit in distinguishing between the interval [0, 1), endowed with the natural metric,
and the torus [0, 1) which is endowed with the metric ∆(z, t) = min(|x − y| : {x} = z, {y} = t). This means for example
that if (yn)n ⊂ [0, 1) converges to 1 when it is considered as a sequence of real numbers, then it converges to 0 when it is
considered as a sequence of fractional parts.

For simplicity, U will designate both the uniform distribution on [0, 1) and any r.v. distributed following it. We use the
standard notation: eλ(x) for exp(2iπλx) with i2 = −1 and Z+ for the set of positive integers. For convenience of exposition,
wedefine the characteristic function of a r.v. Z byϕZ (t) = E(et (Z)) (instead of the standardϕZ (t) = E(exp(itZ))). The common
characteristic function of the r.v.’s εn and that of X0 will be denoted ϕ and ϕ0 respectively.

Given a probability measure µ on [0, 1), a sequence (xn)n≥1 ⊂ [0, 1) is said to be distributed following µ if, for every
µ-continuity point t ∈ [0, 1),

lim
N→+∞

1
N

N∑
n=1

1[0,t)(xn) = µ([0, t)). (3)

In particular, a sequence (yn)n of real numbers is said to be u.d. mod. 1 if

lim
N→+∞

1
N

N∑
n=1

1[0,t)({yn}) = t (0 ≤ t < 1). (4)

Note that (3) is equivalent to the weak convergence to µ of the sequence of probability measures
(

1
N

∑N
n=1δxn

)
n
where

δx denotes the Dirac measure at x.

2. Preliminaries

First, we mention the elementary formula

eh(x) = eh({x}) (x real and h integer) (5)

which is crucial in allwhat follows.We collect here the tools used in our proofs. They are known results ofUniformDistribution
Theory and of Fourier Analysis. The next lemma is known as theWeyl’s Criterion (Kuipers and Niederreiter, 2006, p. 7).
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