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1. Introduction

Classification remains to be an intriguing topic in the field of statistical machine learning. There are various available
classification techniques, including logistic regression (Cox, 1958), decision trees (Breiman et al., 1984), support vector
machines (Cortes and Vapnik, 1995), etc. Among all the classification techniques, max-margin classifiers like SVMs have
been widely recognized (Ladicky and Torr, 2011). For a linear-separable sample, SVM finds its linear decision surface to
maximize its margin; and for a non-linear separable problem, SVM maps the input matrix to a very high-dimensional feature
space and constructs a linear decision surface in that space. For a non-separable problem, SVM penalizes training examples
that are either misclassified or not far enough from the decision surface, and the optimization problem could be treated as a
Quadratic Programming (QP) problem. Various algorithms have been proposed to solve SVMs (Shawe-Taylor and Sun, 2011).
Sequential Minimal Optimization (SMO) (Platt, 1998) is a classic one. LIBSVM, the most popular library for SVM by far, also
implements a SMO-type algorithm (Wu and Kumar, 2009; Chang and Lin, 2011).

In classification problems, it is common to observe that some coefficients of covariates vary over a certain index variable.
For example, when we are trying to discriminate HIV carriers based on his/her symptoms, we need to consider the fact
that the relationship between symptoms and results may change for people with different ages. In document classification
problems, the importance of some keywords could also change at different time points. Nevertheless, though this is a
common phenomenon in real world, it has not been thoroughly studied.

Under regression settings, varying coefficient models (Cleveland et al., 1991; Hastie and Tibshirani, 1993) could solve
the above mentioned problem by setting the coefficient as a smooth function of a certain index variable. Cai et al. (2000)
propose the varying coefficient logistic regression (VCLR) model which can be used for classification problem. In this article,
we novelly employ the idea behind varying coefficient models, combine it with SVMs, and name it Varying Coefficient
Support Vector Machine (VCSVM for short). The proposed VCSVM could, therefore, solve the above mentioned classification
problems by replacing the constant coefficient in the classifier with a coefficient function. We propose a new algorithm
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Varying Coefficient Sequential Minimal Optimization (VCSMO), based on the classic algorithm SMO for training standard
SVMs, in order to solve for VCSVM. In simulation studies, we compare the proposed method with VCLR and standard SVMs
with different kernels in both low-dimension and high-dimension situations. The results show VCSVM and VCLR not only
inherit the high interpretability of varying coefficient models, but also are able to achieve higher classification accuracy than
SVMs. Furthermore, when the data contains more noises, VCSVM tends to perform better than VCLR. A real data analysis in
classification of news further proves the strong applicability of the proposed model. Especially, VCSVM is preferred to VCLR
because it has the property of sample sparsity, which means that it can select some typical documents to better summarize
the data.

The rest of this paper is organized as follows. We first review varying coefficient models and SVMs, and propose VCSVM
in Section 2. The detailed algorithm VCSMO to solve VCSVM is then presented in Section 3. Several simulation studies and
real data analysis are completed to verify the proposed model in Sections 4 and 5. Section 6 concludes this paper.

2. Methodology

In this section, we first review varying coefficient models and their estimation methods, then we introduce the proposed
VCSVM model.

2.1. Varying coefficient models

Let (x;, yi, z;) be the ith observation for a training set (x1, y1, z1), . . . , (Xn, ¥n, Zn), Where the input x; € RP,y; € R is the
corresponding continuous dependent variable, and z is the so-called index variable. A single index varying coefficient model
then assumes

¥i = Bo(zi) + xu1B1(zi) + - - + XipBp(2z1) + € (2.1)

with ¢; being the random error satisfying E(e;|x;, z;) = 0. B(z) = {Bo(z), B1(2), ..., /31,(2)}T € RP*! s the coefficient vector
with respect to z, which is usually assumed as smooth function. Varying coefficient models are recognized for their flexibility
in that the model coefficients could vary with the index variable z. In real problems, z could be set as time, age, and others.

According to Fan and Zhang (2008), there are three approaches to estimate S(z), including kernel-local polynomial
smoothing, polynomial spline and smoothing spline. Among all three methods, here we choose kernel methods for its
practicability. A locally kernel estimator /?3(2) could be obtained via

n

min Y (vi — (Bo + X B)) Kn(z — 21, (2.2)

where K(-) = K(-/h)/h is the kernel function and h is its corresponding bandwidth. Common kernel functions include
Epanechnikov kernel, Gaussian kernel, Uniform kernel and many others.

Cai et al. (2000) extend the above ideas to generalized linear model situation through link functions and propose the
varying coefficient logistic regression model which can be used for classification problem.

2.2. Varying coefficient support vector machine

For a given training set (x1,¥1), ..., (Xn, yn), where the input x; € RP, and the corresponding response variable y; €
{1, —1}, for a binary classification problem, a standard SVM minimizes

n
1
min C =183,
min ;s, S 181

i= (2.3)
s.t. & >0,
yf(x)>1-§,
where C is the cost parameter, and f(x;) = x,.T B + Bo is the classifier with constant coefficients o and 8 = (B4, ..., Bp).

When constant coefficients are not enough, we follow the idea behind varying coefficient models and propose Varying
Coefficient Support Vector Machine (VCSVM). That is, for a training set (x1, ¥1, z1), - . ., (Xn, ¥n, Za), Where the input x; € R?,
the corresponding binary response variable is y; € {1, —1}, and z is the index variable with index t = 1, ..., n, VCSVM
solves the following Eq. (2.4) at each given index t.
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(2.4)



Download English Version:

https://daneshyari.com/en/article/7548870

Download Persian Version:

https://daneshyari.com/article/7548870

Daneshyari.com


https://daneshyari.com/en/article/7548870
https://daneshyari.com/article/7548870
https://daneshyari.com

