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a b s t r a c t

We investigate a specific infinite urn scheme first considered by Karlin (1967). We prove
functional central limit theorems for the total number of urns with at least k balls for any
k ≥ 1.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Karlin (1967) studied an infinite urn scheme, that is, each of n balls goes to urn i ≥ 1 with probability pi > 0,
p1 + p2 + · · · = 1, independently of other balls. We assume p1 ≥ p2 ≥ · · · . Let Xj be the box that the ball j is thrown
into, and

R∗

n,k =

∞
i=1

I(∃j1 < · · · < jk ≤ n : Xj1 = · · · = Xjk = i)

be the total number of urns with at least k balls. The number of nonempty urns is Rn = R∗

n,1. The total number of urns with
k balls exactly is Rn,k = R∗

n,k − R∗

n,k+1. Let Ji(n) be the number of n balls in urn i.
Let (see Karlin, 1967)Π = {Π(t), t ≥ 0} be a Poisson processwith parameter 1. This process does not depend on {Xj}j≥1.

The Poissonized version of Karlin model assumes the total number of Π(n) balls.

According to well-known thinning property of Poisson flows, stochastic processes {Ji(Π(t))
def
= Πi(t), t ≥ 0} are Poisson

with intensities pi and are mutually independent for different i’s. The definition implies that

R∗

Π(n),k =

∞
i=1

I(Πi(n) ≥ k), RΠ(n),k =

∞
i=1

I(Πi(n) = k).
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Let α(x) = max{j| pj ≥ 1/x}. Following Karlin (1967), we assume that α(x) = xθL(x), 0 ≤ θ ≤ 1. Here L(x) is a slowly
varying function as x → ∞. Let for t ∈ [0, 1], k ≥ 1

Y ∗

n,k(t) =
R∗

[nt],k − ER∗

[nt],k

(α(n))1/2
, Z∗

n,k(t) =
R∗

Π(nt),k − ER∗

Π(nt),k

(α(n))1/2
,

Yn,k(t) =
R[nt],k − ER[nt],k

(α(n))1/2
, Kk,θ =


−Γ (1 − θ), k = 0;
θΓ (k − θ), k > 0.

The goal of our paper is to extend the following two theorems from Karlin (1967).

Theorem 1 (Theorem 4 in Karlin (1967)). Let θ ∈ (0, 1]. Then (Rn−ERn)/B
1/2
n convergesweakly to standard normal distribution,

where

Bn =

 Γ (1 − θ)(2θ
− 1)nθL(n), θ ∈ (0, 1);

n


∞

0

e−1/y

y
L(ny)dy

def
= nL∗(n), θ = 1.

Karlin (1967, Lemma 4) proved that the function L∗(x) is slowly varying as x → ∞.

Theorem 2 (Theorem 5 in Karlin (1967)). Let θ ∈ (0, 1), r1 < · · · < rν be ν positive integers. Then random vector
Yn,r1(1), . . . , Yn,rν (1)


converges weakly to the multivariate normal distribution with zero expectation and covariances

cri,rj =


−

θΓ (ri + rj − θ)

ri!rj!
2θ−ri−rj , i ≠ j;

θ

Γ (ri + 1)


Γ (ri − θ) − 2−2ri+θ Γ (2ri − θ)

Γ (ri + 1)


, i = j.

Here we briefly mention some related results on this model. Dutko (1989) generalized Theorem 1 by proving asymptotic
normality of Rn if Var Rn → ∞ as n → ∞. This condition always holds if θ ∈ (0, 1] but can hold too for θ = 0. Gnedin et al.
(2007) focused on study of conditions for convergenceVar Rn → ∞. Barbour and Gnedin (2009) extended Theorem 2 on the
case of θ = 0 if variances go to infinity. They found conditions for convergence of covariances to a limit and identified four
types of limiting behavior of variances. Barbour (2009) proved theorems on approximation of the number of cellswith k balls
by translated Poisson distribution. Key (1992, 1996) studied the limit behavior of statistics Rn,1. Hwang and Janson (2008)
proved local limit theorems for finite and infinite number of cells. Zakrevskaya and Kovalevskii (2001) proved consistency
for one parametric family of an estimator of θ ∈ (0, 1) which is an implicit function of Rn. Chebunin (2014) constructed
an Rn-based explicit parameter estimator for θ ∈ (0, 1) and proved its consistency. Durieu and Wang (2015) established a
functional central limit theorem for a randomization of process Rn: each indicator is multiplied independently by a random
variable taking values in ±1 with equal probabilities. The limiting Gaussian process is a sum of independent self-similar
processes in this case.

Now we formulate the main result of the paper.

Theorem 3. (i) Let θ ∈ (0, 1) and ν ≥ 1 be an integer. Then process

Y ∗

n,1(t), . . . , Y
∗
n,ν(t), 0 ≤ t ≤ 1


converges weakly in the

uniformmetric in D([0, 1]ν) to ν-dimensional Gaussian process with zero expectation and covariance function (c∗

ij (τ , t))νi,j=1:
for τ ≤ t, i, j ∈ {1, . . . , ν} (taking 00

= 1)

c∗

ij (τ , t) =


i−1
s=0

j−s−1
m=0

τ s(t − τ)mKm+s,θ

tm+s−θ s!m!
−

i−1
s=0

j−1
m=0

τ stmKm+s,θ

(t + τ)m+s−θ s!m!
, i < j;

tθ
j−1
m=0

Km,θ

m!
−

i−1
s=0

j−1
m=0

τ stmKm+s,θ

(t + τ)m+s−θ s!m!
, i ≥ j;

c∗

ij (τ , t) = c∗

ji (t, τ ).

(ii) Let θ = 1. Then process


R[nt]−ER[nt]
(nL∗(n))1/2

, 0 ≤ t ≤ 1

converges weakly in the uniform metrics in D(0, 1) to a standard Wiener

process.

The limiting ν-dimensional Gaussian process is self-similar with Hurst parameter H = θ/2 < 1/2. Its first component
coincides in distribution with the first component of the limiting process in Theorem 1 in Durieu and Wang (2015). The
above Karlin’s theorems are partial cases of Theorem 3 due to cij = c∗

ij (1, 1) − c∗

i+1,j(1, 1) − c∗

i,j+1(1, 1) + c∗

i+1,j+1(1, 1).
Section 2 contains the proof of Theorem 3.
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