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a b s t r a c t

In this paper, two speech enhancement algorithms (SEAs) based on spectral subtraction (SS) principle
have been evaluated for bilateral cochlear implant (BCI) users. Specifically, dual-channel noise power
spectral estimation algorithm using power spectral densities (PSD) and cross power spectral density
(CPSD) of the observed signals was studied. The enhanced speech signals were obtained using either Dual
Channel Non Linear Spectral Subtraction ‘DC-NLSS’ or Dual-Channel Multi-Band Spectral Subtraction ‘DC-
MBSS’ algorithms. For performance evaluation, some objective speech assessment tests relying on Per-
ceptual Evaluation of Speech Quality (PESQ) score and speech Itakura-Saito (IS) distortion measurement
were performed to fix the optimal number of frequency band needed in DC-MBSS algorithm. In order to
evaluate the speech intelligibility, subjective listening tests were assessed with 50 normal hearing listen-
ers using a specific BCI simulator and with three deafened BCI patients. Experimental results, obtained
using French Lafon database corrupted by an additive babble noise at different Signal-to-Noise Ratios
(SNR), showed that DC-MBSS algorithm improves speech understanding better than DC-NLSS algorithm
for single and multiple interfering noise sources.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Most cochlear implant (CI) users perform well in quiet listening
conditions and many users can now achieve even more than 80%
word recognition scores regardless the used device [28]. However,
speech recognition scores are enormously degraded in noisy envi-
ronments [25]. Furthermore, as mentioned by CI users, better and
comfortable speech recognition in noisy environments would be
considered as one of their most significant challenges [23]. As a
first trial to improve speech intelligibility in noisy environments,
individuals with severe to profound hearing loss can now be im-
planted with two cochlear implants, one in each ear. In fact, a bilat-
eral cochlear implantation provides patients the advantages of
bilateral information. Bilateral hearing permits optimal perfor-
mance of the auditory system, with a better understanding of
speech in quiet and even better understanding in noisy environ-
ments [22]. Recent works compared also speech performance in
noisy environment with matched bilateral CI with respect to uni-
lateral CI users. BCI group showed significantly better performance
on speech perception in noisy environments compared to the uni-
lateral CI subjects [26,7,8]. Different other clinical studies have

demonstrated a substantial increase in speech intelligibility with
bilateral cochlear implants compared to monaural listening config-
urations in noise [30,33,18].

To reduce background effects of noise, some speech enhance-
ment algorithms originally developed for normal hearing listeners
have been applied to CI speech processing [17,36,14,11]. These
algorithms were able to somewhat improve CI users’ performance
in noisy listening conditions. Considerably, larger benefits in
speech intelligibility could be obtained when resorting to multi-
microphone adaptive signal processing strategies, instead. Such
strategies make use of spatial information due to the relative posi-
tion of the emanating sounds, and could therefore better exploit
situations in which the target and masker are spatially separated
[13,34,5]. Several noise-reduction algorithms using two or more
microphones were also available, and most of these proposed algo-
rithms were based on beamformer techniques, especially, the
adaptive beamformer algorithms. The performance of adaptive
beamforming with two microphones with bilateral cochlear im-
plant was assessed by different studies [29]. In the study of Chung
et al. [5], authors conducted experiments to investigate whether
directional microphones and adaptive multi-channel noise reduc-
tion algorithms could enhance overall CI performance. Results
indicated that directional microphones could provide an average
improvement of around 3.5 dB. Spriet et al. [29] investigated the
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performance of the beam pre-processing strategy in the Nucleus
Freedom speech processor with five CI users. The performance
with the beam strategy was evaluated at two noise levels and with
two types of noise, speech-weighted noise and multi-talker babble.
The tested algorithm improved the speech reception threshold by
approximately 5 to 8 dB. Kokkinakis and Loizou [16] proposed a
multi-microphone based adaptive noise reduction strategy exploit-
ing information simultaneously collected by two behind-the-ear
processors (BTE) microphones. Four microphones were employed
(two omni-directional and two directional) in each of the two
BTE processors (one per ear). Results indicated that the proposed
multi-microphone strategies improved speech understanding in
single and multi-noise source scenarios.

We note that mush of the focus of the previously published stud-
ies has been to investigate, in the mono-channel case, the pre-pro-
cessing noisy speech signal by noise reduction algorithms in order
to feed enhanced signals to CI listeners. Only a small number of SEAs
have been evaluated to the bilateral case. As one contribution of this
work is the application of SEAs for the BCI users in an uncorrelated
additive babble noise environments. We propose then new SEAs
built upon series of previously published works on spectral subtrac-
tion algorithms. The first is based on a non linear spectral subtrac-
tion approach according to the work of Berouti et al. [1]. Whereas
the second is built on a multi-band spectral subtraction algorithm
proposed by Kamath and Loizou [15] and Udrea et al. [32].

Our proposed SEAs namely DC-NLSS and DC-MBSS are an exten-
sion of the previously mentioned mono-channel spectral subtrac-
tion algorithms to the dual-channel conception case. However,
spectral subtraction principles are combined together with a noise
PSD estimation technique based on the use of two omni-direc-
tional microphones. This noise PSD estimator takes into account
the coherence between both received noisy speech signals.

The paper is outlined as follows. Section 2 provides theoretical
overview of SEAs. Section 3 derives bilateral cochlear implant sim-
ulator principle. Section 4 evaluates the experimental results. Sec-
tion 5 gives an overall discussion of all obtained results. Finally,
Section 6 devotes to the conclusion.

2. Speech enhancement algorithms

The bilateral cochlear implant configuration is as illustrated in
Fig. 1. Both left and right cochlear implants are fitted with one
microphone. The two received noisy speech signals (y1(n) and
y2(n)) are processed together with the proposed SEAs to generate
enhanced speech signals (ŝ1ðnÞ and ŝ2ðnÞ) which are then used for
stimulation.

We suppose that the noise received by the microphones can be
represented by two additive uncorrelated babble noise signals so

that the picked up noisy speech signals can be expressed in tempo-
ral domain as follows:

yiðkÞ ¼ siðkÞ þ diðkÞ i ¼ f1;2g ð1Þ

where ‘i’ is the microphone index, yi(k), si(k) and di(k) represent
respectively noisy speech, clean speech and noise signals.

Note that i = 1 corresponds to the signal picked up by the micro-
phone placed in the right ear and i = 2 corresponds to the signal
picked up by the microphone placed in the left ear. The short-time
Fast Fourier Transforms (FFT) of the received noisy signals is for-
mulated as follows:

Yi;Nðf ;nÞ ¼ Si;Nðf ;nÞ þ Di;Nðf ;nÞ i ¼ f1;2g ð2Þ

where Yi,N(f,n), Si,N(f,n) and Di,N(f,n) denote respectively the N-point
FFTs of the yi(k), si(k), and di(k) for the frame n and the fth frequency
bin. The parameter ‘N’ is left out for simplicity.

The proposed dual-channel speech enhancement algorithm
contains then two major parts:

– Noise PSD estimation based on PSD and CPSD computation of
received noisy speech signals.

– Enhanced speech signal estimation using spectral subtraction
approach.

2.1. PSD and CPSD estimation

The noise PSD estimation needs a PSD and a CPSD estimation of
the noisy received speech signals. The PSD of the noisy signal at the
first channel ‘Py1y1(f,n)’, and at the second channel ‘Py2y2(f,n)’, and
the CPSD ‘Py1y2(f,n)’ can be estimated as follows [19]:

PYiYiðf ;nÞ ¼ k � PYiYiðf ;n� 1Þ þ 1� kð Þ � Yiðf ;nÞ � Y�i ðf ;nÞ i ¼ f1;2g
PY1Y2ðf ;nÞ ¼ k � PY1Y2ðf ;n� 1Þ þ 1� kð Þ � Y1ðf ;nÞ � Y�2ðf ;nÞ

ð3Þ

where � is the complex conjugate operator, k is a smoothing factor
usually close to 1. This factor should satisfy the two following
constraints:
– For lower values, the estimation takes into account the speech

short term stationarity.
– For higher values, this factor serves to minimize the estimator

variance.

A previous study [9] showed that for 16 kHz sampling fre-
quency with 256 samples per frame and a 50% overlap, the upper
limit values of k were around 0.6–0.8. In this study, we choose
k = 0.8.
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Fig. 1. Block diagram of the considered dual-channel speech enhancement algorithm.
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