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a b s t r a c t

For the approximate computation of an ellipsoidal tolerance region formultivariate normal
distributions, an approximation due to Liu et al. (2008) for the cdf of a positive linear com-
bination of independent non-central chisquare random variables is used, alongwithMonte
Carlo simulation. Such a computational approach is originally due to Krishnamoorthy and
Mondal (2006, 2008), and the present work provides an improvement.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

A tolerance region for amultivariate population is a region, computed using a randomsample, thatwill contain a specified
proportion (say, p) or more of the population, with a given confidence level (say, 1 − α). The quantity p is referred to as
the content of the tolerance region. A tolerance region that satisfies such a content and confidence level requirement is
simply referred to as a (p, 1 − α) tolerance region. Tolerance intervals and tolerance regions are widely used in life testing
and reliability studies, quality control problems, laboratorymedicine, and environmental monitoring. In the univariate case,
tolerance intervals have beenwell investigated in the literature, for normal as well as for non-normal populations, including
non-parametric set ups. Literature in the multivariate case is mostly limited to multivariate normal populations; however,
non-parametric tolerance regions have also been constructed. We refer to the book by Krishnamoorthy andMathew (2009)
for a detailed discussion on the topic. The present work is on the derivation of multivariate tolerance regions in the context
of multivariate normal populations.

Consider the q-variate normal distributionNq(µ, 6), whereµ and6 are bothunknown, and let y1, y2, . . . , yn be a random
sample fromNq(µ, 6). Let ȳ denote the samplemean vector, A denote the sample sum of squares and cross productsmatrix,
and S denote the sample covariance matrix. That is, ȳ =

1
n

n
i=1 yi, A =

n
i=1(yi − ȳ)(yi − ȳ)′, and S =

1
n−1A. Then

ȳ ∼ Nq(µ, 1
n6),A ∼ Wq(6, n − 1), and S ∼ Wq

 1
n−16, n − 1


, where Wq(6,m) denotes a q-dimensional Wishart

distribution with scale matrix 6 and df = m. Note that ȳ and A are independently distributed and so are ȳ and S . If
y ∼ N(µ, 6), then an ellipsoidal tolerance region for N(µ, 6) is taken to be of the form

{y : (y − ȳ)′S−1(y − ȳ) ≤ c}, (1)
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where the quantity c , referred to as the tolerance factor, is determined so that

Pȳ,S [Py{(y − ȳ)′S−1(y − ȳ) ≤ c | ȳ, S} ≥ p] = 1 − α. (2)

In other words, the content of the tolerance region is p, with confidence level 1 − α.
For computing the tolerance factor c in (2), the article by Krishnamoorthy and Mathew (1999) provides a review and

a comparison of the various closed form approximations for c available in the literature, and also suggest some new
approximations. It turns out that none of the available approximations is satisfactory for all values of the sample size n,
dimension q, content p and confidence level 1 − α. In view of this, Krishnamoorthy and Mondal (2006) investigated a
simple and efficient method for computing the ellipsoidal tolerance factor c , and is based on a result due to Imhof (1961) for
approximating the cdf of a positive linear combination of independent non-central chisquare random variables. The results
are summarized in Krishnamoorthy and Mathew (2009, Chapter 9).

The present work is motivated by the observation that the approximate tolerance factor resulting from the use of Imhof’s
(1961) approximation is not satisfactory when the sample size n is somewhat close to the dimension q. In fact in such
situations, the use of Imhof’s (1961) approximation can result in coverage probabilities that are significantly below the
nominal level; this will be clear from the numerical results reported later in this article. In our work, we have revisited
the problem, and have investigated the accurate computation of the tolerance factor c using an approximation due to Liu
et al. (2008); the approximation is once again for computing the cdf of a positive linear combination of independent non-
central chisquare random variables. The numerical results reported in this paper show that the use of the Liu et al. (2008)
approximation provides a rather accurate approximate tolerance factor regardless of the values of the sample size and the
dimension. Two illustrative examples are given in the paper, and extension to the case of a multivariate linear regression
model is briefly indicated.

2. Computation of the approximate tolerance factor

It is easy to show that c satisfying (2) does not depend on the unknown µ and 6. In order to see this, consider the
transformations u = 6−1/2(y − µ), ū = Σ−1/2(ȳ − µ), and V = 6−1/2S6−1/2. Then u, ū and V are independent having
the distributions

u ∼ Nq(0, Iq), ū ∼ Nq


0,

1
n
Iq


, V ∼ Wq


1

n − 1
Iq, n − 1


. (3)

Eq. (2) can now be re-written as

Pū,V [Pu{(u − ū)′V−1(u − ū) ≤ c | ū,V } ≥ p] = 1 − α. (4)

Since the distribution of (u, ū,V ) does not depend on any unknown parameters, we conclude that c satisfying the condition
(2), equivalently the condition (4), is free of any unknown parameters. However an explicit analytical form is not available
for c , and we have to estimate c using Monte Carlo simulation, or use a suitable approximation.

An algorithm for the Monte Carlo estimation of c is provided in Krishnamoorthy and Mathew (2009, Section 9.4). The
authors note that the values of c so obtained are rather unstable, especially when the sample size is small. Consequently,
the coverage probability of the resulting tolerance region can be somewhat different from the nominal confidence level of
1− α. In order to ease the computational burden, Krishnamoorthy and Mondal (2006) used a chisquare approximation due
to Imhof (1961) to approximate the inner probability in (4), followed by a simulation to compute the probabilitywith respect
to the joint distribution of (ū,V ). A representation for (4), involving the eigenvalues of the Wishart matrix V , was used for
this purpose. In order to give this representation, let Q be a q × q orthogonal matrix such that Q ′VQ = diag(l1, . . . , lq),
where l′is are the eigenvalues of the matrix V , with l1 > l2 > · · · > lq. Now let us consider Q ′u = z = (Z1, Z2, . . . , Zq)′ and
Q ′ū = z̄ = (Z̄1, Z̄2, . . . , Z̄q)′, so that Eq. (4) becomes

Pz̄,l


Pz


q

i=1

(Zi − Z̄i)2

li
≤ c | z̄, l


≥ p


= 1 − α (5)

where l = (l1, . . . , lq)′. Note that z = Q ′y ∼ Nq(0, Iq), z̄ = Q ′ū ∼ Nq(0, 1
n Iq), and z, z̄ and l are independently distributed.

Furthermore, conditionally given z̄, (Zi−Z̄i)2 ∼ χ2
1 (Z̄2

i ), a non-central chisquare distributionwith df = 1, and non-centrality
parameter Z̄2

i , and these non-central chisquare distributions are independent for i = 1, . . . , q. Here is the approximation
due to Liu et al. (2008), that we shall use for the approximate computation of the tolerance factor:

Lemma 1. For i = 1, 2, . . . ,m, let χ2
hi
(δi) denote independent non-central chisquare random variables with df = hi and non-

centrality parameter = δi. Consider the linear combination
m

i=1 λiχ
2
hi
(δi) and define cu =

m
i=1 λu

i hi + u
m

i=1 λu
i δi, u =

1, 2, 3. Then

P


m
i=1

λiχ
2
hi(δi) > t


≈ P


χ2
f (δ) > t∗


2(f + 2δ) + (f + δ)


,
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