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a b s t r a c t

Consider two independent homogeneous Poisson point processes Π of intensity λ and Π ′

of intensity λ′ in d-dimensional Euclidean space. Let qk,d, k = 0, 1, . . ., be the fraction of
Π-points which are the nearest Π-neighbor of precisely k Π ′-points. It is known that as
d → ∞, the qk,d converge to the Poisson probabilities e−λ′/λ(λ′/λ)k/k!, k = 0, 1, . . .. We
derive the (sharp) rate of convergence d−1/2(4/3

√
3)d, which is related to the asymptotic

behavior of the variance of the volumeof the typical cell of the Poisson–Voronoi tessellation
generated by Π . An extension to the case involving more than two independent Poisson
point processes is also considered.

© 2014 Published by Elsevier B.V.

In this note, we consider two independent homogeneous Poisson point processes Π of intensity λ and Π ′ of intensity λ′
1

in d-dimensional Euclidean space Rd. Let pk,d, k = 0, 1, . . . , be the fraction of Π-points which are the nearest Π-neighbor 2

of precisely k otherΠ-points, and qk,d, k = 0, 1, . . . , the fraction ofΠ-points which are the nearestΠ-neighbor of precisely 3

k Π ′-points. Here for given v ∈ Rd, a point Q ∈ Π is called the nearest Π-neighbor of v if ∥Q − v∥d < ∥u − v∥d for all 4

u ∈ Π \ {Q} where ∥ · ∥d denotes the Euclidean norm in Rd. By ergodic-type arguments, pk,d and qk,d are well defined. In 5

their Theorems 5 and 10, Newman et al. (1983) proved that 6

lim
d→∞

pk,d = e−1/k! and lim
d→∞

qk,d = e−ρρk/k!, (1) 7

where ρ = λ′/λ. (See also Newman and Rinott, 1985.) 8

The limit results in (1) can also be formulated in terms of a ‘‘typical point’’ Q of Π , to be translated so that Q = 0 = 9

(0, . . . , 0), the origin in Rd. Wewill refer to 0 as the typical point ofΠ . (Note that sinceΠ is a Poisson point process, its Palm 10

distribution at 0 is equivalent to the distribution ofΠ with an independently added point at 0; see e.g. Daley and Vere-Jones 11

(2007, Proposition 13.1.VII).) Let Md be the number of Π-points which have 0 as their nearest Π-neighbor, and Nρ,d the 12

number of Π ′-points which have 0 as their nearest Π-neighbor, i.e. 13

Md = #{u ∈ Π : ∥u − 0∥d < ∥u − v∥d for all v ∈ Π \ {u}}, 14

Nρ,d = #{u′
∈ Π ′

: ∥u′
− 0∥d < ∥u′

− v∥d for all v ∈ Π}

= #(Π ′
∩ Cd), (2) 15

E-mail address: yao@stat.sinica.edu.tw.

http://dx.doi.org/10.1016/j.spl.2014.05.014
0167-7152/© 2014 Published by Elsevier B.V.

http://dx.doi.org/10.1016/j.spl.2014.05.014
http://www.elsevier.com/locate/stapro
http://www.elsevier.com/locate/stapro
mailto:yao@stat.sinica.edu.tw
http://dx.doi.org/10.1016/j.spl.2014.05.014


2 Y.-C. Yao / Statistics and Probability Letters xx (xxxx) xxx–xxx

where1

Cd = {x ∈ Rd
: ∥x − 0∥d < ∥x − u∥d for all u ∈ Π}, (3)2

the (typical) Voronoi cell centered at 0 generated by Π ∪ {0} (cf. Okabe et al., 2000). Note that L(Md), the distribution of3

Md, is independent of λ and λ′, and L(Nρ,d) depends on λ and λ′ only through ρ = λ′/λ. Then (1) is equivalent to the limit4

results that as d → ∞,Md and Nρ,d converge in distribution to Po(1) and Po(ρ), respectively, where Po(ρ) denotes the5

Poisson distribution with mean ρ.6

In the present note, we derive the rate of convergence for Nρ,d as stated below.7

Theorem 1. For any given ρ0 > 0, there exists a constant c1(ρ0) > 0 such that for all 1 ≤ d < ∞ and 0 < ρ ≤ ρ0,8

c1(ρ0)ρ
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, (4)9

where dTV denotes the total variation distance and c2 > 0 is a constant (independent of ρ0).10

Proof. Without loss of generality, assume λ = 1, so that ρ = λ′/λ = λ′. Note that Nρ,d has a mixed Poisson distribution.11

By (2) and (3), the conditional distribution of Nρ,d given µd(Cd) = v is Po(λ′v) = Po(ρv) where µd(S) denotes the12

d-dimensional Lebesgue measure (volume) of measurable S ⊂ Rd. Also, E[µd(Cd)] = 1/λ = 1, and by Alishahi and13

Sharifitabar (2008, Theorem 3.1),14

var(µd(Cd)) ≤
c2
λ2
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for all 1 ≤ d < ∞,15

for some constant c2 > 0. By Barbour et al. (1992, Theorem 1.C(ii)), we have16

dTV (L(Nρ,d), Po(ρ)) ≤ ρ−1(1 − e−ρ)var(ρµd(Cd))17

≤ c2ρ(1 − e−ρ)
1
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,18

establishing the upper bound.19

To derive the lower bound, fix a (large) u > 0 and consider the ball of volume u centered at 0, denoted by B = Bu,d.20

Applying Lemma 1 below with α1 = ρµd(Cd ∩ B) ≤ ρu, α2 = ρµd(Cd \ B), β1 = E[α1] = ρE[µd(Cd ∩ B)] ≤ ρu, β2 =21

E[α2] = ρE[µd(Cd \ B)] = ρ − β1, we have22

dTV (L(Nρ,d), Po(ρ)) ≥ P(Nρ,d = 0) − e−ρ
23

= E[e−ρµd(Cd)] − e−ρ
24

= E{e−α1−α2 − e−β1−β2}25

≥ E{e−β1−β2 [h1(ρu)(α1 − β1)
2
− (α1 − β1)] − e−α1−β2(α2 − β2)}26

= e−ρh1(ρu)var(α1) − e−β2E[e−α1(α2 − β2)]27

≥ e−ρh1(ρu)var(ρµd(Cd ∩ B))28

≥ e−ρh1(ρu)ρ2c
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where the last two inequalities follow from Lemma 2 (with S1 = B and S2 = Rd
\ B) and Lemma 3 (with u ≥ u0 and c > 030

and u0 < ∞ appearing in the statement of Lemma 3). Noting that h1 is nonincreasing, we have for all 1 ≤ d < ∞ and31

0 < ρ ≤ ρ0,32

dTV (L(Nρ,d), Po(ρ)) ≥ ce−ρ0h1(ρ0u)ρ2 1
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33

= c1(ρ0)ρ
2 1
√
d


4

3
√
3

d

,34

where c1(ρ0) = ce−ρ0h1(ρ0u). The proof is complete. �35

Remark 1. The lower and upper bounds in (4) may be expressed as36

inf
1≤d<∞,0<ρ≤ρ0

dTV (L(Nρ,d), Po(ρ))
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