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a b s t r a c t

Barlow and Gupta (1969) and Alam (1970) studied the monotonicity of two integrals, in-
volving gamma distributions, that arise in certain ranking and selection problems. In this
paper, we shall unify their results by studying the monotonicity of two generalized ver-
sions of integrals considered by them. We will also provide applications of derived results
in study of certain multiple comparison procedures.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction and formulation of the problem

Let Z1, . . . , Zk be k (≥2) independent and identically distributed (i.i.d.) gamma random variables, each having the cumu-
lative distribution function (c.d.f.)

Gα(x) =


0, if x < 0 x

0

1
Γ (α)

zα−1e−zdz, if x ≥ 0,
(1.1)

where α > 0 is the shape parameter and Γ (·) is the usual gamma function. Integrals involving gamma distributions arise in
many statistical inference problems. Gupta (1963) proposed a selection procedure for the problem of selecting a subset of k
gamma populations which contains the best population (a population having the largest scale parameter). The expression
for infimum of probability of correct selection of the proposed selection procedure involves the integral

I1(α) =


∞

0


Gα


t
c

k−1

dGα(t), α > 0, (1.2)

where c ∈ (0, 1) and k ∈ {2, 3, . . .} are fixed constants. From the numerical study reported in Gupta (1963) it can be ob-
served that, for fixed k and c , the integral I1(α) is increasing inα ∈ {1, 2, . . .}. It follows from van Zwet (1964) that the family
{Gα(·), α > 0} of gamma distributions is convex ordered, that is, for 0 < β1 < β2, the function G−1

β1
(Gβ2(x)) is convex on

(0, ∞). This in turn implies that the function G−1
β1

(Gβ2(x)) is star-shaped, i.e.,
G−1
β1

(Gβ2 (x))

x is an increasing function of x ∈
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(0, ∞) (see Dharmadhikari and Joag-dev (1988), Chapter 9). Using convex ordering property of gammadistributions, Barlow
and Gupta (1969) established that I1(α) is increasing in α ∈ (0, ∞). Alam (1970) studied the monotonicity of the integral

I2(α) =


∞

0
(1 − Gα(dt))k−1 dGα(t), α > 0, (1.3)

where d ∈ (0, ∞) and k ∈ {2, 3, . . .} are fixed constants. They proved that for 0 < d < 1 (d > 1), I2(α) is an increasing
(decreasing) function of α ∈ (0, ∞). Panchapakesan (1978) provided sufficient conditions for the monotonicity of a general
integral of the form I1(α) under the assumption that Gα(·) belongs to some general family of distribution functions and α is
integer-valued. He also showed that these sufficient conditions are satisfied by the gamma family of distributions. Recently,
for k = 2 and integer-valued α, McDonald and Panchapakesan (2006) provided an alternate proof for the monotonicity
of integral I1(α). In this paper, we shall unify the results of Barlow and Gupta (1969) and Alam (1970) on monotonicity of
integrals I1(α) and I2(α) in two directions by studying the monotonicity of integrals

Ψ1(α) =


∞

0

 d∗s

0

k−1
j=2


Gα


s

d2,j


− Gα


d1,jt


dGα(t)dGα(s), α > 0, (1.4)

and

Ψ2(α) =


∞

0


Gα


t
d2


− Gα (d1t)

k−1

dGα(t), α > 0, (1.5)

where d1,j ∈ (0, 1), d2,j ∈ (0, 1), j = 2, . . . , k − 1, d∗
∈


1,min


1

d1,2d2,2
, . . . , 1

d1,k−1d2,k−1


, d1 ∈ (0, 1), d2 ∈ (0, 1), and

k ∈ {2, 3, . . .} are fixed constants.
We will see in Section 2 that the integrals I1(α) and I2(α), defined in (1.2) and (1.3), respectively, are particular cases of

each of the integrals Ψ1(α) and Ψ2(α), defined in (1.4) and (1.5) respectively. In Section 2, we will show that the integrals
Ψ1(α) and Ψ2(α) are increasing functions of α ∈ (0, ∞), thereby generalizing the results of Barlow and Gupta (1969), Alam
(1970), Panchapakesan (1978) andMcDonald and Panchapakesan (2006). In Section 3, we will provide applications of these
results to multiple comparison procedures and ranking and selection problems.

2. Main results

The following lemma will be useful in deriving the results of this section.

Lemma 2.1. Let Gα(·) be defined by (1.1). Then, for 0 < α1 < α2 < ∞, c1 ∈ (0, 1), c2 ∈ (0, 1), and for all x ∈ (0, ∞),

(i)
G−1
α1 (Gα2 (c1x))

c1x
≤

G−1
α1 (Gα2 (x))

x , i.e., G−1
α1

(Gα2(c1x)) ≤ c1 G−1
α1

(Gα2(x));

(ii)
G−1
α1 (Gα2 (x))

x ≤
G−1
α1 (Gα2 ( x

c2
))

x
c2

, i.e., 1
c2

G−1
α1

(Gα2(x)) ≤ G−1
α1


Gα2


x
c2


.

The above lemma is an immediate consequence of star-shaped ordering of gamma distribution (i.e., for 0 < α1 < α2 <

∞,
G−1
α1 (Gα2 (x))

x is increasing in x ∈ (0, ∞)).
We will first prove that the integral Ψ1(α), defined in (1.4), is increasing in α ∈ (0, ∞), i.e., Ψ1(α2) ≥ Ψ1(α1), whenever

α2 > α1 > 0. Assume that 0 < α1 < α2. Using (1.4), we have

Ψ1(α1) =


∞

0

 d∗s

0

k−1
j=2


Gα1


s

d2,j


− Gα1


d1,jt


dGα1(t)dGα1(s)

=


∞

0


∞

0

k−1
j=2


Gα1


G−1

α1
(Gα2(y))

d2,j


− Gα1


d1,jG−1

α1
(Gα2(x))


× I


G−1

α1
(Gα2(x)) ≤ d∗G−1

α1
(Gα2(y))


dGα2(x)dGα2(y), (2.1)

where d1,j ∈ (0, 1), d2,j ∈ (0, 1), j = 2, . . . , k − 1, d∗
∈


1,min


1

d1,2d2,2
, . . . , 1

d1,k−1d2,k−1


, and I(A) = 1, if A holds, and

= 0, otherwise. Since d1,j ∈ (0, 1), d2,j ∈ (0, 1), j = 2, . . . , k − 1, and d∗
≥ 1, using Lemma 2.1 in (2.1), we get

Ψ1(α1) ≤


∞

0


∞

0

k−1
j=2


Gα1


G−1

α1


Gα2


y
d2,j


− Gα1


G−1

α1
(Gα2(d1,jx))


× I


G−1

α1
(Gα2(x)) ≤ G−1

α1
(Gα2(d

∗y))

dGα2(x)dGα2(y)

=


∞

0

 d∗y

0

k−1
j=2


Gα2


y
d2,j


− Gα2


d1,jx
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dGα2(x)dGα2(y)

= Ψ1(α2).
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