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Abstract

In this paper, we show that the largest and smallest eigenvalues of a sample correlation matrix stemming
from n independent observations of a p-dimensional time series with iid components converge almost
surely to (1 +

√
γ )2 and (1 −

√
γ )2, respectively, as n → ∞, if p/n → γ ∈ (0, 1] and the truncated

variance of the entry distribution is “almost slowly varying”, a condition we describe via moment properties
of self-normalized sums. Moreover, the empirical spectral distributions of these sample correlation matrices
converge weakly, with probability 1, to the Marčenko–Pastur law, which extends a result in Bai and Zhou
(2008). We compare the behavior of the eigenvalues of the sample covariance and sample correlation
matrices and argue that the latter seems more robust, in particular in the case of infinite fourth moment.
We briefly address some practical issues for the estimation of extreme eigenvalues in a simulation
study.

In our proofs we use the method of moments combined with a Path-Shortening Algorithm, which
efficiently uses the structure of sample correlation matrices, to calculate precise bounds for matrix norms.
We believe that this new approach could be of further use in random matrix theory.
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1. Introduction and notation

In modern statistical analyses one is often faced with large data sets where both the dimension
of the observations and the sample size are large. The dramatic increase and improvement of
computing power and data collection devices have triggered the necessity to study and interpret
the sometimes overwhelming amounts of data in an efficient and tractable way. Huge data sets
arise naturally in wireless communication, finance, natural sciences and genetic engineering. For
such data one commonly studies the dependence structure via covariances and correlations which
can be estimated by their sample analogs. Principal component analysis, for example, uses an
orthogonal transformation of the data such that only a few of the resulting vectors explain most of
the variation in the data. The empirical variances of these so-called principal component vectors
are the largest eigenvalues of the sample covariance or correlation matrix.

Throughout this paper we consider the p × n data matrix

X = Xn = (X i t )i=1,...,p;t=1,...,n

of identically distributed entries (X i t ) with generic element X , where we assume E[X ] = 0 and
E[X2] = 1 if the first and second moments of X are finite, respectively. A column of X represents
an observation of a p-dimensional time series.

Random matrix theory provides a great variety of results on the ordered eigenvalues

λ(1) ≥ · · · ≥ λ(p), (1.1)

of the (non-normalized) sample covariance matrix XX′. Here we will only discuss the case
p = pn → ∞ and, unless stated otherwise, we assume the growth condition

lim
n→∞

pn

n
= γ ∈ (0, 1]. (Gγ )

For the finite p case, we refer to [3,32,26]. When studying the asymptotic properties of estimators
under (Gγ ) one often obtains results that dramatically differ from the standard p fixed, n → ∞

case, in which the spectrum of (n−1XX′) converges to its population covariance spectrum. In
1967, Marčenko and Pastur [30] observed that even in the case of iid entries (X i t ) with E[X2] = 1
the eigenvalues (λ(i)/n) do not concentrate around 1. For more examples, see [6, Chapter 1]
and [21]. Typical applications where (Gγ ) seems reasonable are discussed in [28,19].

In comparison with (λ(i)), much less is known about the ordered eigenvalues

µ(1) ≥ · · · ≥ µ(p)

of the sample correlation matrix R = YY′ with entries

Ri j =

n∑
t=1

X i t X j t
√

Di
√

D j
=

n∑
t=1

Yi t Y j t , i, j = 1, . . . , p. (1.2)
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