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Abstract

Let X1, . . . and Y1, . . . be random sequences taking values in a finite set A. We consider a similarity
score Ln := L(X1, . . . , Xn; Y1, . . . , Yn) that measures the homology of words (X1, . . . , Xn) and
(Y1, . . . , Yn). A typical example is the length of the longest common subsequence. We study the order
of moment E |Ln − E Ln |

r in the case where the two-dimensional process (X1, Y1), (X2, Y2), . . . is a
Markov chain on A×A. This general model involves independent Markov chains, hidden Markov models,
Markov switching models and many more. Our main result establishes a condition that guarantees that
E |Ln − E Ln |

r
≍ n

r
2 . We also perform simulations indicating the validity of the condition.
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1. Introduction1

1.1. Sequence comparison setting2

Throughout this paper X = (X1, X2, . . . , Xn) and Y = (Y1, Y2, . . . , Yn) are two random3

strings, usually referred as sequences, so that every random variable X i and Yi takes val-4

ues on a finite alphabet A. Since the sequences X and Y are not necessarily independent5

nor identically distributed, it is convenient to consider the two-dimensional sequence Z =6

((X1, Y1), . . . , (Xn, Yn)). The sample space of Z will be denoted by Zn . Clearly Zn ⊆ (A × A)n
7

but, depending on the model, the inclusion can be strict.8

The problem of measuring the similarity of X and Y is central in many areas of applications9

including computational molecular biology [10,16,40,42,46] and computational linguistics10

[33,34,36,37]. In this paper, we consider a general scoring scheme, where S : A × A → R+
11

is a pairwise scoring function that assigns a score to each couple of letters from A. An alignment12

is a pair (ρ, τ ) where ρ = (ρ1, ρ2, . . . , ρk) and τ = (τ1, τ2, . . . , τk) are two increasing sequences13

of natural numbers, i.e. 1 ≤ ρ1 < ρ2 < · · · < ρk ≤ n and 1 ≤ τ1 < τ2 < · · · < τk ≤ n. The14

integer k is the number of aligned letters, n − k is the number of non-aligned letters. Given the15

pairwise scoring function S the score of the alignment (ρ, τ ) when aligning X and Y is defined16

by17

U(ρ,τ )(X, Y ) :=

k∑
i=1

S(Xρi , Yτi ) + δ(n − k),18

where δ ∈ R is another scoring parameter. Typically δ ≤ 0 so that many non-aligned letters19

in the alignment reduce the score. If δ ≤ 0, then its absolute value |δ| is often called the gap20

penalty. Given S and δ, the optimal alignment score of X and Y is defined to be21

Ln := L(X, Y ) = L(Z ) := max
(ρ,τ )

U(ρ,τ )(X, Y ), (1.1)22

where the maximum above is taken over all possible alignments. Sometimes, when we talk about23

a string comparison model, we refer to the study of Ln for given sequences X and Y , score24

function S and gap penalty δ. It is important to note that for any constant gap price δ ∈ R,25

changing the value of one of the 2n random variables X1, . . . , Xn, Y1, . . . , Yn changes the value26

of Ln by at most ∆, where27

∆ := max
u,v,w∈A

(
|S(u, v) − S(u, w)| ∨ |S(u, v) − S(w, v)|

)
. (1.2)28

When δ = 0 and the scoring function assigns one to every pair of similar letters and zero to all29

other pairs, i.e.30

S(a, b) =

{
1, if a = b
0, if a ̸= b , (1.3)31

then L(Z ) is just the maximal number of aligned letters, also called the length of the longest32

common subsequence (abbreviated by LCS) of X and Y . In this article, to distinguish the length33

of LCS from another scoring schemes, we shall denote it via ℓn := ℓ(Z ) = ℓ(X, Y ). In other34

words ℓ(Z ) is the maximal k so that there exists an alignment (ρ, τ ) such that Xρi = Yτi ,35

i = 1, . . . , k. Note that the optimal alignment (ρ, τ ) as well as the longest common subsequence36

Xρ1 , . . . , Xρk is not typically unique. The length of LCS is probably the most important and the37

most studied measure of global similarity between strings.38
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