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Abstract In Bayesian multi-target filtering, knowledge of measurement noise variance is very

important. Significant mismatches in noise parameters will result in biased estimates. In this paper,

a new particle filter for a probability hypothesis density (PHD) filter handling unknown measure-

ment noise variances is proposed. The approach is based on marginalizing the unknown parameters

out of the posterior distribution by using variational Bayesian (VB) methods. Moreover, the

sequential Monte Carlo method is used to approximate the posterior intensity considering non-lin-

ear and non-Gaussian conditions. Unlike other particle filters for this challenging class of PHD fil-

ters, the proposed method can adaptively learn the unknown and time-varying noise variances while

filtering. Simulation results show that the proposed method improves estimation accuracy in terms

of both the number of targets and their states.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.

1. Introduction

In multi-target filtering, the states of the targets are unknown
and the number of targets will vary with time. Most traditional
multiple-target tracking methods, such as the nearest neigh-

bour (NN), multiple hypothesis tracking (MHT),1 joint prob-
abilistic data association (JPDA),2 etc., involve explicit
associations between measurements and targets. However,

these methods require a great amount of computation and

hence are not of practical interest when the number of targets
is large. A promising alternative solution to multiple-target
tracking (MTT) that can avoid data association is the proba-
bility hypothesis density (PHD) filter.3

The PHD filter is the first-order statistical moment of the
multitarget posterior distribution, which operates on the sin-
gle-target state space and can avoid measurement association.4

However, there are no closed-form solutions for the PHD filter
in general. Sequential Monte Carlo (SMC) implementations
with closed-form solutions have been proposed and the perfor-

mance guarantees can be found in the surveys.5,6 The PHD fil-
ter is shown to be a computationally tractable method for
unified tracking and classification,7 cluster tracking8 and group

target detection.
In order to achieve better performance for the PHD filters,

a modeling problem and an estimation problem need to be
considered. While the former refers to the development of
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better dynamic models that describe more accurately the mo-
tion trajectory, the latter refers to the achievement of better
state estimates through the proper use of available process

and measurement information. The optimality of the PHD
algorithm is closely connected to the quality of the priori infor-
mation about the statistics of measurement noise. For conve-

nience, the terminology ‘‘noise statistics’’ is used to represent
the mean or the variance when measurement noise is subject
to the Gaussian distribution. Conceptually, insufficiently

known a priori statistics will either reduce the precision of
the estimated states or introduce biases to their estimates.9 In
addition, wrong a priori noise information or frequently
changing environment may lead to weight estimation problems

of the PHD filter.10 However, a good knowledge of noise
parameters depends on many factors, such as the type of appli-
cation and the process dynamics, which are difficult to obtain.

This paper addresses the related challenges of adaptive
noise learning and state estimation for multi-target tracking.
Previous work has examined these issues for target tracking

via parameters learning approximations. Their problems can
be summarized as: (i) slow and inefficient due to the use of
multiple model approach11,12; or (ii) limited to only static

parameters, which is not practicable.13 Compared to the mulit-
ple-model approximations, the selected models are often far
more structurally complex due to their limited gating abilities,
which makes it more expensive and difficult for them to learn

the time-varying parameters. In contrast, variational Bayesian
(VB) methods have not yet been applied to parameter estima-
tion for the PHD filter, due to their recent development.

This paper derives a new particle filter for the PHD algo-
rithm without the prior knowledge of measurement noise.
We first extend the standard PHD filter to accommodate un-

known noise parameters. Then we assume that the posterior
distribution of unknown noise parameters are dependent on
certain sufficient statistics, and a new variational Bayesian

approximation for the posterior distribution of the parameters
is derived. The proposed variational Bayesian methods yield
computationally efficient approximate intensity for noise
parameters and multi-target states. The number of targets

and the time-varying noise variances are jointly estimated
on-line via the SMC-PHD implementations, which are demon-
strated here experimentally on application data.

2. Extended PHD filter with unknown noise parameters

In an MTT problem, the number of targets and their states

vary with time because of the process of spontaneous birth,
death and spawning. Consider each target follows the general
system model:

xk ¼ fðxk�1Þ þ wk

zk ¼ gðxkÞ þ vk

�
ð1Þ

where f(Æ) is the transition density and g(Æ) the translational mea-
surement model; wk � N(0, Qk) is the Gaussian distribution
process noise and vk � N(0, Rk) the Gaussian measurement

noise. Assume that the measurement zk and the process noise
wk are known a priori, while the state xk andmeasurement noise
variance Rk are unknown. In addition, the target states, mea-

surement noise, process noise are independent of each other.
Assume that at time step k, there are nk target states

xk;1; xk;2; . . . ; xk;nk in a state space v and mk measurements

zk;1; zk;2; . . . ; zk;mk
are received in an observation space Z. The

multi-target states and observations are then naturally repre-
sented by the finite sets:

Xk ¼ fxk;1; xk;2; . . . ; xk;nkg 2 v

Zk ¼ fzk;1; zk;2; . . . ; zk;mk
g 2 Z

�
ð2Þ

Assumed that the measurement noise variance
Rk ¼ fRk;1;Rk;2; . . . ;Rk;mk

g 2 R is unknown at time k, where

the capital letter R represents the unknown measurement noise
variance space. The challenge for the PHD filter is to estimate
the augmented state (Xk, Rk) while filtering. The Bayesian
recursions for MTT systems with unknown noise variance Rk

are determined via the following prior and posterior
calculations:

pkjk�1ðXk;RkjZ1:k�1Þ ¼
R
fkjk�1ðXk;RkjXk�1;Rk�1Þ

ð�ÞpðXk�1;Rk�1jZ1:k�1ÞlsdXk�1dRk�1

pkjkðXk;RkjZ1:kÞ ¼
gkðZkjXk;RkÞpðXk;RkjZ1:k�1ÞR

gkðZkjXk;RkÞpðXk;RkjZ1:k�1ÞlsdXkdRk

8>>><>>>:
ð3Þ

where ls is constructed from the Lebesgue measure.3 All infor-

mation about the state at time k is encapsulated in the poster-
ior density pk|k(Xk, Rk|Z1:k), and the unknown parameters of
the targets at time k can be obtained using a PHD filter.

The PHD filter is the first order statistical moment of the

Random finite sets (RFS) of a multi-target posterior distribu-
tion.8 In order to derive the extended PHD filter for joint target
states andmeasurement noise variances, we first treat (xk, Rk) as

the augmented state at time k. Assume that the multi-target
states xk are independent of the variance parameters Rk and
the systemdynamics of varianceRk isMarkovian, the state tran-

sition density fk|k�1(xk, Rk|xk�1, Rk�1) can be denoted by

fkjk�1ðxk;Rkjxk�1;Rk�1Þ ¼ fx;kjk�1ðxkjxk�1ÞfR;kjk�1ðRkjRk�1Þ ð4Þ

where the transition density of target states fx,k|k�1(xk|xk�1)
comes from Eq. (1), and fR,k|k�1(Rk|Rk�1) is the transition den-

sity of noise variance, which is usually unknown.
The spawn transition density bk(xk, Rk|xk�1, Rk�1) and the

survival probability pS,k|k�1(xk�1, Rk�1) with the augmented

state can be decomposed analogously as follows:

bkðxk;Rkjxk�1;Rk�1Þ ¼ bx;kðxkjxk�1ÞbR;kðRkjRk�1Þ
pS;kjk�1ðxk�1;Rk�1Þ ¼ pS;kjk�1ðxk�1ÞpS;kjk�1ðRk�1Þ ¼ pS;kjk�1ðxk�1Þ

(
ð5Þ

The noise variance is coupled with target states, therefore

pS,k|k�1(Rk�1) = 1.
By extending the standard-PHD filter with the augmented

state,3 the recursions for the extended PHD filter are given

as follows:
The time-update step is

vkjk�1ðxk;RkjZk�1Þ ¼ bkðxk;RkÞ

þ
Z
½pS;kfR;kjk�1ðRkjRk�1Þfx;kjk�1ðxkjxk�1Þ

þ bx;kðxkjxk�1ÞbR;kðRkjRk�1Þ�
� vk�1jk�1ðxk�1;Rk�1Þdxk�1dRk�1

ð6Þ
where pS,k is probability that a target exists from time k�1 to
k, fx,k|k�1(xk|xk�1) single target Markov transition density
from k � 1 to time k, fR,k|k�1(Rk|Rk�1) Markov transition den-
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