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a b s t r a c t

In this paper, we investigate the complexity of the numerical construction of the Hankel
structured low-rank approximation (HSLRA) problem, and develop a family of algorithms
to solve this problem. Briefly, HSLRA is the problem of finding the closest (in some pre-
defined norm) rank r approximation of a given Hankel matrix, which is also of Hankel
structure. We demonstrate that finding optimal solutions of this problem is very hard.
For example, we argue that if HSLRA is considered as a problem of estimating parameters
of damped sinusoids, then the associated optimization problem is basically unsolvable. We
discuss what is known as the orthogonality condition, which solutions to the HSLRA prob-
lem should satisfy, and describe how any approximation may be corrected to achieve this
orthogonality. Unlike many other methods described in the literature the family of algo-
rithms we propose has the property of guaranteed convergence.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Statement of the problem

Let L; K and r be given positive integers such that 1 6 r < L 6 K. Denote the set of all real-valued L� K matrices by RL�K .
LetMr ¼ML�K

r � RL�K be the subset of RL�K containing all matrices with rank 6 r, andH ¼ HL�K � RL�K be the subset of RL�K

containing matrices of some known structure. The set of structured L� K matrices of rank 6 r is A ¼Mr \H.
Assume we are given a matrix X� 2 H. The problem of structured low rank approximation (SLRA) is:

f ðXÞ !min
X2A

ð1Þ

where f ðXÞ ¼ q2ðX;X�Þ is a squared distance on RL�K � RL�K .
In this paper we only consider the case where H is the set of Hankel matrices and thus refer to (1) as HSLRA. Recall that a

matrix X ¼ ðxlkÞ 2 RL�K is called Hankel if xlk ¼ const for all pairs ðl; kÞ such that lþ k ¼ const; that is, all elements on the anti-
diagonals of X are equal. There is a one-to-one correspondence between L� K Hankel matrices and vectors of size
N ¼ Lþ K � 1. For a vector Y ¼ ðy1; . . . ; yNÞ

T , the matrix X ¼ HðYÞ ¼ ðxlkÞ 2 RL�K with elements xlk ¼ ylþk�1 is Hankel and
vise-versa: for any matrix X 2 H, we may define Y ¼ H�1ðXÞ so that X ¼ HðYÞ.

We consider the distances q defined by the semi-norms

jjAjj2W ¼ trAWAT ðso that f ðXÞ ¼ trðX� X�ÞWðX� X�ÞTÞ; ð2Þ
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where A 2 RL�K and W is a symmetric non-negative definite negative matrix of size K � K. Moreover, in our main application
the weight matrix W is diagonal:

W ¼ diagðw1; . . . ;wKÞ; ð3Þ

where w1; . . . ;wK are some positive numbers.

1.2. Background

The aim of low-rank approximation methods is to approximate a matrix containing observed data, by a matrix of pre-
specified lower rank r. The rank of the matrix containing the original data can be viewed as the order of complexity required
to fit to the data exactly, and a matrix of lower complexity (lower rank) ‘close’ to the original matrix is often required. A fur-
ther requirement is that if the original matrix of the observed data is of a particular structure, then the approximation should
also have this structure. An example is the HSLRA problem as defined in the previous section.

HSLRA is a very important problem with applications in a number of different areas. In addition to the clear connection
with time series analysis and signal processing, HSLRA has been extensively used in system identification (modeling dynam-
ical systems) [1], in speech and audio processing [2], in modal and spectral analysis [3] and image processing [4]. Some dis-
cussion on the relationship of HSLRA with some well known subspace-based methods of time series analysis and signal
processing is given in [5]. Similar structures used in (1) include Toeplitz, block Hankel and block Toeplitz structures. In image
processing, there is much use of Hankel-block Hankel structures. Further details, references and specific applications of SLRA
are provided in [6–8].

1.3. Notation

The following list contains the main notation used in this paper.

N; L; K; r Positive integers with 1 6 r < L 6 K < N; N ¼ Lþ K � 1
RL�K Set of L� K matrices
RN Set of vectors of length N
HL�K or H Set of L� K Hankel matrices
Mr Set of L� K matrices of rank r
A ¼Mr \H Set of L� K Hankel matrices of rank r
Y ¼ ðy1; . . . ; yNÞ

T Vector in RN

HðYÞ Hankel matrix in HL�K associated with vector Y 2 RN

X� 2 HL�K Given matrix
Y� ¼ ðy1�; . . . ; yN�Þ

T Vector in RN such that HðY�Þ ¼ X� (vector of observed values)
pHðXÞ Projection of the matrix X 2 RL�K onto the set H
pðrÞðXÞ Projection of a matrix X 2 RL�K onto the set Mr

Ip Identity matrix of size p� p.

1.4. Structure of the paper and the main results

The structure of the paper is as follows. In Section 2 we formally define the HSLRA problem (1) as an optimization prob-
lem in the space of matrices and introduce a generic norm defining the objective function f ð�Þ. In Section 2 we also describe
projection operators to H and especially Mr that are used throughout the majority of the algorithms introduced in this
paper, in the process of solving the HSLRA problem. In Section 3 we study the relations between different norms which
define the objective function in two different setups. In Section 3, we also discuss some computational aspects for dealing
with infinite and infinitesimal numbers. In Section 4 we study the so-called orthogonality condition which optimal solutions
of (1) should satisfy, and describe how an approximation may be corrected to achieve this orthogonality. Section 5 considers
some algorithms for solving the HSLRA problem represented as optimization problems in the set of Hankel matrices H. We
start with formulating a well-known algorithm based on alternating projections to the spaces Mr and H, and call this AP.
This is followed by an introduction of an improved version of this algorithm which we call ‘Orthogonalized Alternating Pro-
jections’ (OAP). In Section 5.2 we introduce a family of algorithms which incorporate randomization, backtracking, evolution
and selection. The algorithms described in this section have guaranteed convergence to the optimum, unlike all other meth-
ods described in the literature. The main algorithm introduced and studied in the paper is called APBR (which in an abbre-
viation for ‘Alternating Projections with Backtracking and Randomization’). Examples provided in Section 6 show that APBR
significantly outperforms AP, as well as some other methods. In (A), we consider the HSLRA problem (1) by associating matri-
ces X 2 A with vectors whose elements can be represented as sums of damped sinusoids; this approach is popular in the
signal processing literature. We demonstrate that the resulting objective function can be very complex which means that
the associated optimization problems are basically unsolvable. Section 7 concludes the paper.
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