
Short communication

State estimation with guaranteed performance
for switching-type fuzzy neural networks
in presence of sensor nonlinearities

Yanghui Xu 1, Dan Zhang ⇑
Department of Automation, Zhejiang University of Technology, Hangzhou 310032, PR China

a r t i c l e i n f o

Article history:
Received 2 August 2013
Received in revised form 10 October 2013
Accepted 23 November 2013
Available online 1 December 2013

Keywords:
Switching-type fuzzy neural networks
Sensor nonlinearities
State estimation
Time-varying delay
Average dwell time

a b s t r a c t

This paper investigates the state estimation with guaranteed performance for a class of
switching fuzzy neural networks. A switching-type fuzzy neural networks (STFNNs) model
is proposed which captures external disturbances, sensor nonlinearities, and mode switch-
ing phenomenon of the fuzzy neural networks without the Markovian process assumption.
For such a model, a state estimation problem is formulated to achieve the guaranteed per-
formance: the estimation error system is exponentially stable with certain decay rate and a
prescribed H1 disturbance attenuation level. A novel sufficient condition for this problem
is established using the Lyapunov functional method and the average dwell time approach,
and the estimator parameters are explicitly given. A numerical example is presented to
show the effectiveness of the developed results.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, neural networks (NNs) have received considerable attention since they have found extensive application
in various areas such as signal processing, pattern recognition, static image processing, associative memory and combinato-
rial optimization. In practice, due to the finite speed of information processing, time delay is frequently encountered in NNs,
which may cause oscillation and instability of NNs [1]. Therefore, considerable efforts have been devoted on the stability
analysis of delayed neural networks (DNNs) in the past decade, see [2–10].

It is known that the Markovian jumping systems (MJSs) are a special class of hybrid systems, which is specified by two
components in the state. The first one is the mode, which is described by a continuous-time finite-state Markovian process,
and the second one refers to the state which is represented by a system of differential equations. The MJSs have the advan-
tage of modeling the dynamic systems subject to abrupt variation in their structures, such as component failures and sudden
environmental disturbance. In recent years, the MJS approach has been introduced to model the mode/parameter switching
of the neural networks. For example, the stochastic exponential stability was investigated in [11] for the Markovian jumping
bidirectional associative memory (BAM) neural networks with time-varying delays. In [12] and [13], the problem of delay-
dependent stochastic stability for the Hopfield neural networks with Markovian jumping parameters and time delay was
considered.

In many practical systems, however, the occurrence of component failures and sudden environmental disturbance may
not always obey the Markov process. In this case, the switched hybrid system (SHS) approach provides an effective way to
model these phenomena. For example, the switched system approach was used to model the controller failure in control
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systems [14], and the switched system approach was used to model the link failure in the synchronization of complex net-
works [15]. The difference between the MJSs and the SHSs is that the switching of the SHSs is arbitrary rather than obeying
the Markov process, thus, it is more applicable in the modeling of practical systems. Up to now, many approaches have been
developed to study the SHSs, e.g. multiple Lyapunov functional approach, switched Lyapunov functional approach, average
dwell time approach. More recently, increasing research attention has been paid to stability analysis of neural networks with
switching-type parameters, and recent advancement can be found in [16–19].

The well known Takagi–Sugeno (T–S) fuzzy model [20] is recognized as an efficient tool in approximating a complex non-
linear system. The T–S fuzzy model approach is essentially a multi-model approach which is locally a linear time-invariant
system connected by IF–THEN rules. During the last decades, considerable research attention has been focused on the sta-
bility analysis and control synthesis of T–S fuzzy systems with or without time delays, see [21–26] and the references there-
in. Recently, the T–S fuzzy model approach has been used to investigate nonlinear MJSs [27–29]. A sufficient condition for
designing H1 filter for fuzzy MJSs was obtained in [27]. In [30], the authors firstly introduced the fuzzy Hopfield neural net-
works with Markovian jumping parameters, and the robust asymptotic stability condition was obtained. More recently in
[31], the global asymptotic stability analysis of fuzzy Markovian jumping Cohen–Grossberg BAM neural networks with
mixed time-varying delays was studied. Although some stability results have been derived for the delayed fuzzy neural net-
works with Markovian parameter switching, as we mentioned before, the more practical case is that the parameter is switch-
ing arbitrarily. So, the first natural question is asked: if the parameter switching is governed by an arbitrary switching rule,
but not the specified Markovian process, how can we analyze the fuzzy neural networks with the switching-type parameters?
However, to the best of the author’s knowledge, such an interesting problem has not received enough attention, and it still
remains challenging and open.

On the other hand, in relatively large-scale neural networks, it is often that only partial information about the neuron
states is available in the network outputs, in this case, the neuron state estimation problem becomes important for the appli-
cations that need to utilize the estimated neuron state. In [32], the authors firstly investigated the state estimation problem
for continuous-time neural networks with time-varying delay through available output measurements and derived some
procedures to design estimator gain. Since then, the state estimation problem has been further investigated for various neu-
ral networks, see, e.g. [33–45]. It is seen that in above state estimation results, the measurement output is always described
by yðtÞ ¼ CxðtÞ þ f ðxðtÞÞ, where CxðtÞ is the sensor’s ideal measurement and f ðxðtÞÞ is the nonlinear disturbance on the net-
work outputs. However, in many industrial applications, measurements are often made under harsh environments that in-
clude both uncontrollable elements (e.g. variations in flow rates and temperatures) and aggressive conditions (e.g. corrosion,
and fouling) [46]. In these cases, cheap sensors must be used since sensors need to be replaced very often. However, the
range limitations will result in the nonlinear characteristics of cheap sensors. Thus, the sensor’s ideal measurement CxðtÞ is
a nonlinear term, which exhibits the completely nonlinear measurement output. Due to its practical importance, the sensor
nonlinearity problem has recently been studied in the control community [47,48]. However, little attention has been paid
on the design of state estimator for neural networks. The second natural question we face now is can we estimate the neuron
states with the existence of sensor’s nonlinear characteristics?

Motivated by the above discussion, we investigate the state estimation for the switching-type fuzzy neural networks
(STFNNs) with time-varying delay and sensor nonlinearities to answer the two questions above. The STFNNs model is pro-
posed to describe the general mode switching of the fuzzy neural networks, and the state estimation is then studied for the
STFNNs with two guaranteed performance indices. Specifically, the objective of this paper is to design a state estimator such
that for the existence of sensor’s nonlinearities and the external disturbance, the estimation error system is exponentially
stable with certain decay rate, and a prescribed H1 disturbance attenuation level is also guaranteed. By using the average
dwell time approach and the piecewise Lyapunov functional technique, a novel sufficient condition is proposed to solve
the considered problem. The estimator gains can be explicitly obtained by solving some linear matrix inequalities (LMIs).
A numerical example is finally given to show the effectiveness of the developed results.

2. Problem formulation

Let us first revisit the model of Markovian jumping fuzzy neural networks (MJFNNs) in [30]. For each mode rðtÞ, the ith
rule of this T–S fuzzy model is as follows:

Plant Rule i: IF h1ðtÞ is #1i and h2ðtÞ is #2i, . . ., and htðtÞ is #ti, Then

_xðtÞ ¼ �AiðrðtÞÞxðtÞ þ CiðrðtÞÞgðxðt � dðtÞÞÞ; ð1Þ

where h1ðtÞ; h2ðtÞ; . . . ; htðtÞ are the premise variables, #1i; #2i; . . . ; #ti are the fuzzy sets xðtÞ ¼ ½x1ðtÞ; x2ðtÞ; . . . ; xnðtÞ�T 2 Rn is the
neuron state, and gðxð�ÞÞ ¼ ½g1ðx1ð�ÞÞ; g2ðx2ð�ÞÞ; . . . ; gnðxnð�ÞÞ�T 2 Rn is the nonlinear activation function, which satisfies

jgqðn1Þ � gqðn2Þj 6 xqjn1 � n2j; n1; n2 2 R; n1–n2; q ¼ 1;2; . . . ;n: ð2Þ

AiðrðtÞÞ ¼ diagfai
1ðrðtÞÞ; ai

2ðrðtÞÞ; . . . ; ai
nðrðtÞÞg;, CiðrðtÞÞ ¼ ðci

pqðrðtÞÞÞn�n
are the constant matrices with appropriate dimen-

sions. dðtÞ is the time-varying delay, and is assumed to satisfy d1 6 dðtÞ 6 d2. frðtÞ; t P 0g is a homogeneous finite-state
Markovian process with right continuous trajectories and taking values in finite set S ¼ f1;2; . . . ; sgwith the initial model r0.

Then, for each mode rðtÞ ¼ l, the defuzzified output of system (1) is referred as follows:
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