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A B S T R A C T

Cross validation (CV) is by far one of the most commonly used methods to estimate model complexity for partial
least squares (PLS). In this study, stochastic cross validation (SCV) was proposed as a novel CV strategy, where the
percent of left-out objects (PLOO) was defined as a changeable random number. We proposed two SCV strategies,
namely, SCV with uniformly distributed PLOO (SCV-U) and SCV with normally distributed PLOO (SCV-N). SCV-U
is actually a hybrid of leave-one-out CV (LOOCV), k-fold CV and Monte Carlo CV (MCCV). The rationale behind
SCV-N is that the probability of large perturbations of the original training set will be small. SCV is expected to
provide more flexibility for data splitting to explore and learn from the data set and evaluate internally a built
model.

SCV-U and SCV-N were used for PLS calibrations of three real data sets as well as a simulated data set and they
were compared with LOOCV, k-fold CV and MCCV. Given a training and external validation set, different CV
techniques were repeatedly used to evaluate the optimal model complexity and the prediction results were
compared. The results indicate that SCV-U and SCV-N could provide useful alternatives to the traditional CV
methods and SCV is less sensitive to the values of PLOO.

1. Introduction

As a cornerstone of chemometrics, partial least squares (PLS) is by far
the most popular method for multivariate spectroscopic calibration due
to its effectiveness and simplicity [1]. PLS can extract a few relevant
components or latent variables (LVs) from the high-dimensional
measured signal matrix, e.g., near-infrared (NIR) spectral data, to pre-
dict the response variable. When developing a PLS model, it is crucial to
select a proper number of LVs. Keeping too few LVs will obtain a too
simple model that underfits the data; while including too many LVs will
increase the risk of overfitting and degrade the model generalization
performance [2–5].

Numerous efforts have been devoted to estimation of PLS model
complexity or the number of LVs [6–19]. Among the various methods
proposed, cross validation (CV) might be the most commonly used
[20–22]. Without requiring an external validation set, an ordinary CV

proceeds in the following steps: (1) the training data set is repeatedly
split into training and validation objects; (2) with different model
complexity, a pool of PLS models are developed using the training objects
to predict the validation objects; (3) certain indices, e.g., the root mean
square error of cross validation (RMSECV) or Q2 [23] are computed to
estimate the prediction errors with different numbers of LVs; and (4) the
proper model complexity can be determined by selecting the number of
LVs to obtain the lowest RMSECV (or highest Q2) or by some statistical
tests like F-test [24] and permutation test [25]. There are different ver-
sions of CV, such as leave-one-out CV (LOOCV), Monte Carlo CV (MCCV),
k-fold CV, etc., among which the major difference lies in the way the
original training data set is split. The results obtained by CV usually vary
with the specific methods and the CV parameters used, e.g., the number
of folds in k-fold CV and the percent of left-out objects (PLOO) for pre-
diction in MCCV [26,27]. Generally, for a complex data set, it is still not
straightforward to select the optimal number of PLS LVs relying on a
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single method and practical experience is required. Therefore, improved
CV techniques will be useful to tackle this problem.

This work was motivated by a new idea of data splitting. Unlike in an
ordinary CV, where PLOO is often fixed at a certain constant, a more
flexible data splitting strategy was proposed in this work. The newly
proposed stochastic cross validation (SCV) strategy avoids using the
single mode of data splitting and is expected to providemore flexibility to
explore and learn from the data set and evaluate internally a built model.
Two different SCV methods were proposed and compared with their
traditional counterparts such as LOOCV, k-fold CV and MCCV in esti-
mating PLS model complexity using three real NIR spectral data sets.

2. Methods

2.1. k-fold CV and LOOCV

CV simulates the predictions of new objects by repeatedly splitting
the original training data set into training and validation objects. A
multivariate calibration model can be developed using the training ob-
jects and used to predict the validation objects. For the k-fold CV, the
original training data set is divided into k subsets (as equally as possible).
At each time, one of the k subsets is used as the validation set and the
other k-1 subsets are put together to form a training set. The above
procedure is repeated k times and each of the k subsets is predicted
exactly once. Usually a 10-fold CV is used.

LOOCV can be seen as an extreme of the k-fold CV, where each subset
contains only one object. Therefore, suppose the original training set has
n objects, in LOOCV each object is predicted exactly once by the model
trained using the other n-1 objects. For both LOOCV and k-fold CV, the
average error across all the predictions, e.g., the root mean square error
of cross validation (RMSECV), can be computed as:

RMSECV ¼
ffiffiffi
1
n

r Xn

i¼1
ðbyi � yiÞ (1)

where byi and yi are the predicted value and reference value for the ith
object, respectively.

To estimate the model complexity of PLS, RMSECV can be computed
with different numbers of PLS LVs. Ideally, the optimal number of LVs
can be selected to obtain the lowest RMSECV value; however, sometimes
the RMSECV can be found to decrease by including more LVs in the PLS
model. Therefore, practical experiences are usually needed to make a
tradeoff between a low model complexity and a low RMSECV.

2.2. MCCV

MCCV [26] was proposed and used to avoid selecting too many PLS
LVs and was also further improved for estimation of prediction errors

[27]. In this work, MCCV was used as a method to select the proper
number of PLS LVs. MCCV is based on random and repeated splitting of
the original training data set into training and validation objects. It was
suggested that as soon as the data structure could be retained, a higher
percent of left-out objects (PLOO) should be adopted to avoid selecting
too many PLS LVs than necessary. In other words, when the left-out
objects for prediction could be sufficiently represented by the training
data, as many as possible left-out objects should be adopted to avoid
obtaining over-optimistic results. MCCV has been shown to be very
effective to reduce the risk of overfitting. The root mean square error of
MCCV (RMSEMCCV) can be calculated as:

RMSEMCCV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
B� nv

XB

i¼1
kbyvi � yvik

r
(2)

where B and nv are the times of data splitting and the number of vali-
dation objects in each splitting, respectively; byvi and yvi are the predicted
and reference values of validation objects in the ith splitting, respec-
tively. MCCV usually selects the PLS components to get the lowest
RMSEMCCV value. PLOO in each splitting (nv) can be set considering the
size of the original data set. In this work, different PLOO values were
studied for MCCV.

2.3. Two stochastic cross validation (SCV) methods

Themain difference among different versions of CV lies in the way the
original data set is divided into training and validation objects, e.g., how
many objects are left out for validation at each data splitting. Generally,
the proper data splitting should be data-driven and may depend on the
internal data structure and the error level, which are usually not known a
priori. Therefore, in this work, SCV was proposed with a changeable
PLOO. Two different SCV methods were suggested, namely, SCV with
uniformly distributed PLOO (SCV-U) and SCV with normally distributed
PLOO (SCV-N). In SCV-U, PLOO was defined as a uniformly distributed
random number:

PLOOSCV�U � U
�
1
n
; α
�

(3)

where n is the number of training objects and α(0<α< 1) is the maximum
PLOO predefined.

In SCV-N, PLOO was proposed to have a normal distribution:

PLOOSCV�N � N
�
0;
� α
1:96

�2
�

(4)

In practical operations, the absolute value will be used considering
possible negative values and when the randomly generated PLOO ex-
ceeds α, it will be set to be α. The factor 1.96 implies that about 5% of the
randomly generated PLOO values would exceed α and will be set to be α.

SCV avoids using the single mode of data splitting and is expected to
provide more flexibility to explore the data set. The root mean square
error of SCV (RMSESCV) could be computed as:

RMSESCV ¼
ffiffiffiffi
1
N

r XB

i¼1
kbyvi � yvik2 (5)

Where N is the total number of validation objects during data split-
ting. In this work, different maximum values of PLOO were studied for
SCV-U and SCV-N.

2.4. Method comparison

In order to compare the performances of LOOCV, k-fold CV,
MCCV,SCV-U and SCV-N in selecting the proper number of PLS LVs, for
each data set, besides using the raw spectra, data preprocessed by taking
second-order derivatives (D2) [28] and standard normal variate trans-
formation (SNV) [29] were also used. With a given training and external
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PLS Partial least squares
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