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a b s t r a c t

We present our parallel implementation for large-scale cosmological simulations of 3D supersonic fluids
based on CPU and GPU clusters. Our developments are based on a CPU code named WIGEON. It is shown
that, compared to the original sequential Fortran code, a speedup of 19–31 (depending on the specific
GPU card) can be achieved on single GPU. Furthermore, our results show that the pure MPI parallelization
scales very well up to 10 thousand CPU cores. In addition, a hybrid CPU/GPU parallelization scheme is
introduced and a detailed analysis of the speedup and the scaling on the different number of CPU/GPU
units are presented (up to 256 GPU cards due to computing resource limitation). Our high scalability
and speedup rely on the domain decomposition approach, optimization of the algorithm and a series
of techniques to optimize the CUDA implementation, especially in the memory access pattern on GPU.
We believe this hybrid MPI + CUDA code can be an excellent candidate for 10 Peta-scale computing
and beyond.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The advances in performance and architecture of supercomput-
ers enable scientists and engineers to design more effective
solutions for some challenging problems, especially the direct
numerical simulations (DNS) in computational fluids dynamics.
Here, we develop a software for the simulation of supersonic fluids
derived by the self-gravity of dark matters in cosmological
simulation. The observed luminous objects in the universe have
existed in the form of baryonic matter, a typical Navier–Stokes
fluid. To account for the observational features, it would be neces-
sary to incorporate a variety of computational hydrodynamics
algorithms into cosmological simulations. WIGEON [1] is a cosmo-
logical hydrodynamic/N-body simulation software, in which
N-body simulation is used to involve the collisionless dark matter
for computing self-gravity in the cosmological code. As a result of
the high nonlinearity of gravitational clustering in the universe,

there is extremely supersonic motion around the density peak,
which is more challenging than the typical hydrodynamic simula-
tion without self-gravity. So WIGEON uses high-order finite differ-
ence weighted essentially non-oscillatory (WENO) scheme to solve
the computational fluid dynamic equations. WENO has been
widely used in applications for high-resolution supersonic flow
simulations, typically the cosmological hydrodynamics. The core
of WENO scheme is the idea of adaptive stencils in the reconstruc-
tion procedure based on the local smoothness of the numerical
solution to automatically achieve high-order accuracy and non-
oscillatory property near discontinuities. It is extremely robust
and stable for solutions containing strong shock and complex solu-
tion structures [2,3]. Here, we chose a uniform resolution over an
Adaptive Mesh Refinement (AMR) for the discretization of the flow
field. Because it is difficult to design a robust AMR-WENO scheme
that is both conservative and 5th order (higher than second order),
due to the mass inconsistency of coarse and fine grid solutions at
the initial stage in a finite difference scheme.

Though a significant advantage of WENO is its ability to have
high accuracy on coarser meshes, the meshes should be very large
when we try to get a cosmological simulation to achieve acceptable
resolution. Large-scale fluid computations based on CPU cluster
have gained great success in the Tera-scale era [4,5]. From the list
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of the world’s Top500 fastest supercomputers [6], the Peta-scale
era has arrived with heterogeneous systems involving CPU cores
and accelerators or co-processors (GPU, MIC, etc.). And GPU has
gained significant performance for computational intensive tasks
in recent years [7,8], so designing hybrid codes is increasingly
important for applications, which can utilize the computing power
of both CPU clusters and GPU clusters.

In this paper, we present a heterogeneous parallel code for the
large-scale 3D cosmological fluid dynamics in double precision on
CPU/GPU cluster based on MPI and CUDA. We started our work
with a massively CPU parallelization based on MPI. WIGEON is
solving hydrodynamic problems on a uniform structured grid.
The MPI-based parallelization uses domain decomposition assign-
ing subdomains to different CPU cores, which are, then, calculated
in parallel. However, several issues have to be taken into account:
(1) The most efficient domain decomposition strategy for the best
scalability is to be found. The 5th order WENO at least requires a
five-point stencil for one point in each dimension and fifteen
points in total in three-dimensional problems. When we decom-
pose the computing domain, the nonlocal data of the stencil points
are called as ‘‘ghost cells’’. The Euler equation solver solves a flow
system with multi-iterations, each of which begins with a data
exchange of ghost cells. That leads to a high amount of communi-
cation, since the points are a five-component vector and the ghost-
cell layers are relatively thick. (2) Improving the efficiency of the
collective communication is critical to extreme-scale parallel com-
puting. The global communication in Lax-Friedrichs flux splitting
will result in relatively bigger performance loss. So in this paper,
we focused on designing an algorithm to extend the parallel scale
to more than ten thousand CPU cores.

We can see that the traditional MPI-based parallel scheme can
achieve very good scalability. However, there is always a ceiling
because of the decreasing computation–communication ratio with
the refinement of parallel granularity. Then on condition that the
subdomain is big enough, we decided to make computations in
one subdomain go through a second-level parallelization based
on CUDA running on a shared memory system. Each simulation
step involves three main procedures: RHS, DT, UPDATE. The DT
procedure computes a time step from a global data reduction of
the velocity. The UPDATE procedure updates the flow quantities,
and it involves N-body based dark matter computations in
WIGEON. RHS procedure computes the evaluation of Right Hand
Side of the governing equations. We ported RHS procedure (about
88% of total time) involving WENO procedure in the subdomain to
local GPU for further speedup and scaling [9–12]. In order to
achieve a high speedup on the GPU, the following problems need
to be solved: (1) WENO is not the type of procedure with high
operational intensities (FLOP/Byte) derived from the adaptive-
stencil calculation. However, memory access is the bottleneck
compared with the computing power for GPUs. Ideally, we need
many register resources for intermediate results, which is a very
effective but limited on GPU; (2) GPUs have their own ‘‘cache local-
ity’’. The cache locality on CPU does not work on GPU and even pro-
duces negative effects. In other words, WENO computation is a
memory-bound, which seems not to be suitable for GPUs. So, we
did a series of optimizations including making use of all levels of
GPU on-chip memory, adjusting the data structure and the order
of the instructions to make full use of GPU power.

This article is organized as follows. In Section 2, we introduce
the algorithm of solving Euler equation based on the WENO
scheme. Section 3 we outline the implementation and optimization
details of MPI-parallelization on CPU cluster. In Section 4, we
outline the implementation and optimization steps of GPU code
on CPU/GPU cluster. In Section 5, we measure and analyze the
performance of our implementation and in Section 6 the results
are summarized and a short outlook is given.

2. Numerical algorithm

2.1. Governing equation

The observed luminous objects in the universe have existed in
the form of baryonic matter. So we dictated them by the compress-
ible fluid without any viscous and thermal conductivity terms. We
use Euler equation for the cosmological fluid as the governing
equation. It can be written in the compact form of hyperbolic con-
servation laws:

@U
@t
þ @f ðUÞ

@X
þ @gðUÞ

@Y
þ @hðUÞ

@Z
¼ Fðt;UÞ ð1Þ

where the conserved quantity U and the fluxes f(U), g(U), and h(U)
are five-component column vectors:
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t is the time and (X, Y, Z) are the coordinates. q is the density, V = (u,
v, w) is the velocity vector, P is comoving pressure, and E is the total
energy including kinetic and internal energies:

E ¼ P
c� 1

þ 1
2
qðu2 þ v2 þw2Þ ð3Þ

c is the ratio of the specific heats of the baryon. Here c = 5/3. The
‘‘force’’ term F(t, U) on the right-hand side includes the contribu-
tions from the gravitation.

2.2. WENO scheme algorithm

As a result of the high nonlinearity of gravitational clustering in
the universe, there can occur shock waves in the cosmological
flows. So the discretization of the fluxes for solving the governing
equation is based on the 5th order finite difference WENO

[13,14]. As an example, @f ðuÞ
@x is discussed, keeping the values for Y

and Z constant:

@f ðuÞ
@x

x ¼ xj

�� � 1
Dx
ðf̂ jþ1=2 � f̂ j�1=2Þ ð4Þ

here, f̂ jþ1=2 is the numerical flux; If f 0ðuÞP 0, the 5th order finite dif-
ference WENO scheme has the flux given by:

f̂ jþ1=2 ¼ w1 f̂ ð1Þjþ1=2 þw2 f̂ ð2Þjþ1=2 þw3 f̂ ð3Þjþ1=2 ð5Þ

where f̂ ðiÞjþ1=2 are fluxes on three different stencils given by:
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The key for the success of WENO scheme relies on the design of the
nonlinear weights wi, which are given by:

wi ¼
~wiP3

k¼1 ~wk

; ~wk ¼
ck

ðeþ bkÞ
2 ð9Þ

where the linear weights ck are chosen to yield 5th order accuracy
and are given by c1 ¼ 1

10 ; c2 ¼ 3
5 ; c3 ¼ 3

10 : The smoothness indica-
tors bk are given by:
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