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Abstract For the vector attitude determination, the traditional optimal algorithms which are based

on quaternion estimator (QUEST) measurement noise model are complicated for just two observa-

tions. In our application, the magnetometer and accelerometer are not two comparable kinds of sen-

sors and both are not small field-of-view sensors as well. So in this paper a new unit measurement

model is derived. According to the Wahba problem, the optimal weights for each measurement

are obtained by the error variance researches. Then an improved quaternion Gauss–Newton method

is presented and adopted to acquire attitude. Eventually, simulation results and experimental valida-

tion employed to test the proposed method demonstrate the usefulness of the improved algorithm.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.

1. Introduction

In many spacecraft attitude systems, multi-vector observations
are employed to determine attitude via some measurement sen-
sors, including three-axis magnetometers, accelerometers, sun

sensors, Earth-horizon sensors, global positioning system
(GPS) sensors and star trackers. The specific choice for the
onboard sensor hardware is mostly driven by the individual

requirements of the spacecraft mission. In many spacecraft

attitude determination methods, only two vector measure-

ments are used. For the accuracy and cost requirements of
the small unmanned air vehicles (UAVs), a three-axis magne-
tometer and accelerometer are often adopted to determine atti-

tude to aid gyroscopes.1 So it is necessary to explore a useful
algorithm and conduct comprehensive analysis for the two vec-
tor attitude determination method.

The earliest algorithm for determining spacecraft attitude

from two vector measurements was three axis attitude determi-
nation (TRIAD) algorithm, which has been applied to both
ground-based and onboard. However, TRIAD is suboptimal

because it ignores one piece of information from one of the
unit vector.2 As most spacecraft are equipped with sensors able
to provide surplus measurements and computers in vehicles are

able to work at a negligible additional computational cost,
optimal algorithms are employed more frequently than
deterministic ones. Almost all single-frame algorithms are

based on a problem proposed by Wahba.3 These algorithms,
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which differ from small speed and robustness advantages/
disadvantages, include quaternion estimator (QUEST),
estimators of the optimal quaternion (ESOQ and ESOQ-2),

q-method and singular value decomposition (SVD) method.
The basic principles of the above algorithms are to figure out
the eigenvector of the maximum eigenvalue.4

Mortari et al.5 proposed an optimal linear attitude estima-
tor (OLAE) and it reformulates the nonlinear constrained
problems as a rigorously linear unconstrained problem. But

due to the use of the Rodrigues vector, the singularity cannot
be avoided. Markley6,7 particularly researched fast quaternion
attitude estimation algorithm and optimal attitude matrix
algorithm from two vector measurements based on algorithms

mentioned above. In this paper, we adopt the Gauss–Newton
method to determine the attitude, because it is more efficient
than the previous investigations, particularly for estimation

involving large dynamic systems where the computational
price to compute the system response and their gradients
is high. For aircraft parameter estimation purposes the

Gauss–Newton method is therefore widely used.8 However,
most of the researchers employed the Gauss–Newton method
with magnetometer and accelerometer measurement vectors

to compute the attitude quaternion, while they treated two vec-
tors the same, which is not reasonable for the sensors with
different accuracy.9 In Tanygin’s research,10 the attitude error
variance was derived and the weights for each measurement

were considered. However, the Gauss–Newton algorithm was
just employed to estimate the attitude by GPS antenna
baselines only, so it was not essential to normalize the

measurements.
The purpose of this paper is to present a corresponding expli-

cit derivation for the unit measurement vector noise form and a

variance analysis of the whole algorithm to determine the
weights for eachmeasurement. As we all know, these traditional
attitude determination algorithms using vector measurements

are almost based on the QUEST measurement model which is
developed by Shuster11 for the sensors with comparable accu-
racy. Meanwhile, the approach made the small field-of-view
assumption.11 Although this measurement model is simple

and convenient for the unit-normalization of the measurement
vectors, it is not suitable for our application to the two totally
different kinds of sensors without small field-of-view.

The structure of the paper is as follows. First, the measure-
ment model for vector sensors is proposed based on first-order
Taylor series expansion and new statistical characteristic of

measurement noise is derived. After that, the general variance
analysis of the algorithm is performed to quantify the
approximation error. According to the variance, the weights
for two sensors are established. Then, the details of the

improved quaternion Gauss–Newton algorithm are discussed.
Finally, simulation and experimental tests are conducted to
evaluate the whole algorithm.

2. Measurement model

Three-axis magnetometer and accelerometer are both vector

sensors. A conventional sensor includes four sources of errors
and uncertainties:

(1) Measurement noise.
(2) Measurement bias.

(3) Quantization errors (i.e. analog-to-digital truncation of

the measurement).
(4) Sensors misalignment (i.e. angular errors from the

mechanical frame non-orthogonal misalignment).12

We assume that the two sensors have been calibrated so
that correlated errors such as null-shift or Markov biases have
been removed. Thus, it is reasonable to assume that the

remaining measurement noise term DW can be modeled as a
zero-mean Gaussian noise sequence with variance R and the
output error model given as

Ŵ ¼Wþ DW ¼ AVþ DW ð1Þ

R ¼ EðDWDWTÞ ¼
Rx 0 0

0 Ry 0

0 0 Rz

2
64

3
75 ð2Þ

where W is the true measurement value in the body frame, V is
the referenced vector and A is the attitude matrix. In this
research, we consider that diagonal elements of the measure-

ment noise variance are not equal after initial calibration in
the measured body frame, which is more significant in practice.

The true measurement vector can be reconstructed in unit

vector form as

w ¼ Av ð3Þ

where

w ¼W=jWj ð4aÞ

v ¼ V=jVj ð4bÞ

When measurement noise is present,

ŵ ¼ Avþ Dw ð5aÞ

ŵ ¼ Ŵ=jŴj ð5bÞ

to acquire the variance for the actual unit vector measurement

noise, the true vector must be replaced with the measured one
in Eq. (1). However, Av could not be separated with the noise
in the actual model, so the actual noise model contains

nonlinear terms coupled with non-Gaussian component.13 In
order to derive the variance of unit measurement noise Dw,
the new measurement model is obtained based on first-order
Taylor series expansion of Eq. (5a), given as

ŵ � Avþ J � DW ð6Þ

where J is Jacobian matrix of Eq. (5b):

J ¼ Ŵ
�� ���1=2 1 0 0

0 1 0

0 0 1

2
64

3
75� Ŵ

�� ���3=2ŴŴT ð7Þ

Meanwhile, the error vector Dw lies in the plane perpendicular

to ŵ, characterized by

ŵ� Dw ¼ 0 ð8Þ

Thus, the new statistical property is approximately Gaussian
and is given by

EðDwÞ ¼ 0

Runit ¼ JRJT ð9Þ
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