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Abstract In this paper, an improved implementation of multiple model Gaussian mixture proba-

bility hypothesis density (MM-GM-PHD) filter is proposed. For maneuvering target tracking,

based on joint distribution, the existing MM-GM-PHD filter is relatively complex. To simplify

the filter, model conditioned distribution and model probability are used in the improved MM-

GM-PHD filter. In the algorithm, every Gaussian components describing existing, birth and

spawned targets are estimated by multiple model method. The final results of the Gaussian compo-

nents are the fusion of multiple model estimations. The algorithm does not need to compute the

joint PHD distribution and has a simpler computation procedure. Compared with single model

GM-PHD, the algorithm gives more accurate estimation on the number and state of the targets.

Compared with the existing MM-GM-PHD algorithm, it saves computation time by more than

30%. Moreover, it also outperforms the interacting multiple model joint probabilistic data associ-

ation (IMMJPDA) filter in a relatively dense clutter environment.
ª 2013 CSAA & BUAA. Production and hosting by Elsevier Ltd.

1. Introduction

Multiple target tracking (MTT) is an important theoretical

and practical problem, which has been widely applied to
military fields such as ballistic missile defense, air reconnais-
sance and early-warning, battlefield surveillance, etc. and some

civil fields such as intelligent vehicle system, air traffic control,
traffic navigation and robot vision system, etc. In the MTT
problem, the number of targets changes due to targets’

appearing and disappearing and it is not known the
corresponding relationship between targets and measurements.
The probability hypothesis density (PHD) is a novel approach

to multi-target multi-sensor tracking. Based on random finite
set (RFS) theory, the PHD is the first moment of a point
process of a random track set, and it can be propagated by

Bayesian prediction and observation equations to form a
multi-target, multi-sensor tracking filter. PHD filter provides
a straightforward method of estimating the number of targets
in the region under observation,1,2 which has been widely used

recently, such as visual tracking,3,4 track management5,6 and
maneuvering target tracking.7–9 Sequential Monte Carlo meth-
od proposes an implementation of PHD filter.10,11 The main

drawbacks of the approach are the large number of particles
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and the unreliability of clustering techniques for extracting
state estimates. Based on Gaussian sum theory,12 Vo and
Ma13 proposed a closed-form solution to the PHD filter called

Gaussian mixture PHD (GM-PHD) filter, which is a solution
for multi-target tracking with linear Gaussian models without
the need for measurement-to-track data association.

For the problem of tracking highly maneuvering target, it
is usually more difficult for the uncertainty of the targets’
motion mode. The advantage of PHD is that it can deal

with unknown number of targets. But for maneuvering tar-
get, it does not have special good method. By using joint
PHD distribution, a GM-PHD filter for jump Markov sys-
tem is proposed in Ref. 7 which can be used in the maneu-

vering target tracking. In this paper, an improved MM-GM-
PHD filter is proposed. Different from the implementation
in Ref. 7 using the conditioned model distribution and mod-

el probability, the procedure of MM-GM-PHD filter is
simplified.

2. Gaussian mixture PHD filter

In the RFS theory, the state of a target is represented by a state
vector x and a state set of multiple targets is represented as a

random finite set X ¼ fx1; x2; . . . ; xnxg. Measurement of a sen-
sor is represented by a measurement vector z and the measure-
ment set at that time is also represented as a random finite set

Z ¼ fz1; z2; . . . ; znzg.
Based on RFS theory, the PHD filter consists of two steps

which are prediction and update.5 The prediction step is

Dkjk�1ðxkjZ1:k�1Þ

¼ ckðxkÞ þ
Z

ukjk�1ðxk; xk�1ÞDk�1jk�1ðxk�1jZ1:k�1Þdxk�1 ð1Þ

where ck(xk) denotes the intensity function of the random finite
set of the new born targets and

ukjk�1ðxk; xk�1Þ ¼ bkjk�1ðxkjxk�1Þ
þ ekjk�1ðxk�1Þfkjk�1ðxkjxk�1Þ ð2Þ

where bkŒk�1(xkŒxk�1) denotes the intensity function of the ran-
dom set of targets spawned from the previous state xk�1,
ekŒk�1(xk�1) the probability that the target still exists at time
k, and fkŒk�1(xkŒxk�1) the transition probability density of indi-

vidual targets.
The update step is

DkjkðxkjZ1:kÞ ¼ Dkjk�1ðxkjZ1:k�1Þ
�
1� pD;kðxkÞ

þ
X

zk2Zk

wk;zk
ðxkÞ

jkðzkÞ þ
R

wk;zk
ðxkÞDkjk�1ðxkjZ1jk�1Þdxk

#
ð3Þ

where wk;zk
ðxkÞ ¼ pD;kðxkÞgkjkðzkjxkÞ with pD,k(xk) denoting the

probability of detection, gkŒk(zkŒxk) the likelihood of individual
targets. jk(zk) = kkck (zk), where kk the average number of
clutter points per scan, and ck(zk) the probability distribution
of each clutter point.

The closed form version of the PHD filter for linear Gauss-
ian target dynamics was developed to provide a multi-target
tracker without the complexity of the particle PHD filter

approach.7 In the GM-PHD filter, some assumptions are
required:

A1 Each target evolves and generates observations indepen-
dently of one another.

A2 Clutter is Poisson and independent of target originated

measurements.
A3 The predicted multi-target random finite set is Poisson.
A4 Each target follows a linear Gaussian dynamical model

and the sensor has a linear Gaussian measurement
model

fkjk�1ðxjfÞ ¼ Nðx; Fk�1f;Qk�1Þ ð4Þ
gkðzjxÞ ¼ N ðz; Hkx;RkÞ ð5Þ

where x and f are state variables, Nð�;m;PÞ denotes a Gauss-
ian density with mean m and covariance P, Fk�1 the state tran-

sition matrix, Qk�1 the process noise covariance, Hk the
observation matrix and Rk the observation noise covariance.
A5 The survival and detection probabilities are state

independent,

pS;kðxÞ ¼ pS;k

pD;kðxÞ ¼ pD;k

A6 The intensities of the birth and spawn random finite sets

are Gaussian mixtures of the form

ckðxÞ ¼
XJc;k

i¼1
w
ðiÞ
c;kNðx; m

ðiÞ
c;k;P

ðiÞ
c;kÞ ð6Þ

bkjk�1ðxjfÞ ¼
XJb;k

j¼1
w
ðjÞ
b;kN x; F

ðjÞ
b;k�1fþ d

ðjÞ
b;k�1;Q

ðkÞ
b;k�1

� �
ð7Þ

where Jc;k; w
ðiÞ
c;k; m

ðiÞ
c;k; P

ðiÞ
c;k ði ¼ 1; 2; . . . ; Jc;kÞ are given model

parameters that determine the shape of the birth intensity;
Jb,k, w

ðjÞ
b;k, F

ðjÞ
b;k�1, d

ðjÞ
b;k�1, Q

ðjÞ
b;k�1ðj ¼ 1; 2; . . . ; Jb;kÞ determine

the shape of the spawning intensity of a target with previous
state f.

Assume m and P denote the mean and covariance of the
state variable, respectively. Based on the assumptions A1–
A6, suppose the posterior intensity at time k � 1 is a Gaussian

mixture of the form

Dk�1ðxÞ ¼
XJk�1
i¼1

w
ðiÞ
k�1Nðx; m

ðiÞ
k�1;P

ðiÞ
k�1Þ ð8Þ

the predicted intensity for time k can be written as

Dkjk�1ðxÞ ¼
XJkjk�1
i¼1

w
ðiÞ
kjk�1N x; m

ðiÞ
kjk�1;P

ðiÞ
kjk�1

� �
ð9Þ

then the posterior intensity at time k is a Gaussian mixture and
is given by

DkðxÞ ¼ ð1� pD;kÞ
XJkjk�1
i¼1

w
ðiÞ
kjk�1N x; m

ðiÞ
kjk�1;P

ðiÞ
kjk�1

� �
þ
X
z2Zk

XJkjk�1
j¼1

w
ðiÞ
kjk�1N x; m

ðiÞ
k ;P

ðiÞ
k

� �
ð10Þ

The posterior PHD is propagated via the PHD recursion by
a calculation process similar to Kalman filter. Detailed process
of the GM-PHD filter can be seen in Ref. 7.
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