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a b s t r a c t

–In this paper, we investigate the synchronization problems of chaotic fuzzy cellular neural
networks with time-varying delays. To overcome the difficulty that complete synchroniza-
tion between non-identical chaotic neural networks cannot be achieved only by utilizing
output feedback control, we use a sliding mode control approach to study the synchroni-
zation of non-identical chaotic fuzzy cellular neural networks with time-varying delays,
where the parameters and activation functions are mismatched. This research demon-
strates the effectiveness of application in secure communication. Numerical simulations
are carried out to illustrate the main results.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

The human brain is made up of a large number of cells called neurons and their interconnections. An artificial neural net-
work is an information processing system that has certain characteristics in common with biological neural networks. Since
the pioneering work on cellular neural networks (CNNs) in [6,7], the investigation of the dynamics of neural networks has
been the subject of much recent activity due to their promising potential applications such as signal processing, pattern rec-
ognition, optimization and associative memories. Some important results have been reported (see, for example [2,4,20,21]
and the references therein).

However, in mathematical modeling of real world problems, we encounter two inconveniences, namely, the complexity
and the uncertainty or vagueness. In order to take vagueness into consideration, fuzzy theory is considered as a suitable set-
ting. Based on traditional CNN, Yang and Yang proposed the fuzzy CNN (FCNN) [24,25], which integrates fuzzy logic into the
structure of traditional CNN and maintains local connectedness among cells. Unlike previous CNN structures, FCNN have fuz-
zy logic between its template input and/or output besides the sum of product operation. Some results on stability have been
derived for the FCNN models without time delays (see, [26]). It is well-known that there exist time delays in the information
processing of neurons due to various reasons. For example, time delays can be caused by the finite switching speed of ampli-
fier circuits in neural networks or deliberately introduced to achieve tasks of dealing with motion-related problems, such as
moving image processing. Time delays in the fuzzy cellular neural networks make the dynamic behaviors become more com-
plicated, and may destabilize the stable equilibria and admit periodic oscillation, bifurcation and chaos (see e.g., [12,23,28]
and the references therein). Therefore, considerable attention has been made on the study of delayed fuzzy cellular neural
networks and a large body of work has been reported in the literature (see, e.g., [11,16,18] and the references therein).
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Synchronization problems of chaotic fuzzy delayed cellular neural networks have been intensively investigated in the last
decade due to its potential applications in various technological fields, including chaos generators design, secure communi-
cations, chemical reactions, biological neural networks, information processing, etc. (see [8,9,19,23] and the references
therein). However, most researches focused on synchronizing two identical chaotic delayed fuzzy cellular neural networks
with different initial conditions. But in practical situations, due to the mismatched parameters and activation functions
which is unavoidable in real implementation, the drive system and response system are not identical and the resulting syn-
chronization is not exact and complex. Therefore, it is important and challenging to study the synchronization of non-iden-
tical chaotic fuzzy cellular neural networks with delays. Motivated by the above discussions, the aim of this paper is to
discuss the complete synchronization for a class of non-identical chaotic fuzzy cellular neural networks with time-varying
delays based on sliding mode control. We also apply the proposed synchronization scheme towards the chaotic secure
communication.

The organization of this paper is as follows: in the next section, model description and preliminary results are presented;
in Section 3, a sliding mode control scheme is proposed to ensure the complete synchronization of non-identical chaotic fuz-
zy cellular neural networks with time-varying delays; numerical simulations will be given in Section 4 to demonstrate the
effectiveness of our results; in Section 5, the proposed sliding mode control scheme is applied to secure communication. Fi-
nally, conclusions are drawn in Section 6.

2. Modeling and preliminary

Throughout this paper, Rn and Rn�m denote the n dimensional Euclidean space and the set of all n �m real matrices,
respectively; the superscript ‘‘T’’ denotes matrix transposition. For A, B 2 Rn�n, A 6 B means that each pair of the correspond-
ing elements of A and B satisfy the inequality ‘‘ 6 ’’ (‘‘ > ’’). Also, if A = (aij), then jAj = (jaijj). And the symmetric terms in asym-
metric matrix are denoted by ⁄.

In this paper, we are concerned with the following fuzzy cellular neural networks with time-varying delays:

_xiðtÞ ¼ �dixiðtÞ þ
Pn
j¼1

aijfjðxjðtÞÞ þ
Pn
j¼1

bijfjðxjðt � sðtÞÞÞ þ
Vn
j¼1

aijfjðxjðt � sðtÞÞÞ þ
Wn
j¼1

bijfjðxjðt � sðtÞÞÞ þ
Pn
j¼1

cijlj

þ
Vn
j¼1

Tijlj þ
Wn
j¼1

Hijlj þ Ii;

ð2:1Þ

where i = 1, 2, . . . , n, n is the number of neurons in the networks; x(t) = (x1(t),x2(t), . . . , xn(t))T is the state vector associated
with the neurons; aij and bij are elements of fuzzy feedback MIN template and fuzzy feedback MAX template, respectively; Tij

and Hij are fuzzy feedforward MIN template and fuzzy feedforward MAX template, respectively; aij and bij are elements of
feedback templates and cij is the feedforward template;

V
and

W
denote the fuzzy AND and fuzzy OR operation, respectively;

li and Ii denote input and bias of the ith neurons, respectively; s correspond to the transmission delay; fj(�) is the activation
function of the jth neurons at time t.

In order to observe the synchronization behavior of system (2.1), we introduce another delayed fuzzy cellular neural net-
work as follows:

_yiðtÞ ¼ �d̂iyiðtÞ þ
Pn
j¼1

âijgjðyjðtÞÞ þ
Pn
j¼1
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cijlj

þ
Vn
j¼1

Tijlj þ
Wn
j¼1

Hijlj þ niðtÞ þ Ji;

ð2:2Þ

where i = 1, 2, . . . , n; yi(t) correspond to the states of the ith neural unit at time t; âij and b̂ij are elements of fuzzy feedback
MIN template and fuzzy feedback MAX template, respectively; âij and b̂ij are elements of feedback template; Ji denotes bias of
the ith neurons, respectively; gj(�) is the activation function of the jth neurons at time t; n(t) = (n1(t),n2(t), . . . ,nn(t))T is the
appropriate control input that will be designed in order to obtain a certain control objective.

Define the error signal as e(t) = (e1(t), e2(t), . . . ,en(t))T = x(t) � y(t) = (x1(t) � y1(t),x2(t) � y2(t), . . . ,xn(t) � yn(t))T and sub-
tracting (2.1) from (2.2) yields the error system as follows:
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þ
Xn

j¼1

bijfjðyjðt�sðtÞÞÞþ
n̂

j¼1

aijh
�
j ðejðt�sðtÞÞÞ�

n̂

j¼1
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n̂

j¼1

aijfjðyjðt�sðtÞÞÞþ
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