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a b s t r a c t

The traditional Newton method for solving nonlinear operator equations in Banach spaces
is discussed within the context of the continuous Newton method. This setting makes it
possible to interpret the Newton method as a discrete dynamical system and thereby to
cast it in the framework of an adaptive step size control procedure. In so doing, our goal
is to reduce the chaotic behavior of the original method without losing its quadratic con-
vergence property close to the roots. The performance of the modified scheme is illustrated
with various examples from algebraic and differential equations.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Let X; Y be two Banach spaces, with norms k � kX and k � kY , respectively. Given an open subset X � X, and a continuous
(possibly nonlinear) operator F : X! Y , we are interested in finding the zeros x 2 X of F, i.e., we aim to solve the operator
equation

x 2 X : FðxÞ ¼ 0: ð1Þ

Supposing that the Fréchet derivative F0 of F exists in X (or in a suitable subset), the classical Newton–Raphson method for
solving (1) starts from an initial guess x0 2 X, and generates the iterates

xnþ1 ¼ xn þ dn; ð2Þ

where the update dn 2 X is implicitly given by the linear equation

F0ðxnÞdn ¼ �FðxnÞ;

for n P 0. Naturally, we need to assume that F0ðxnÞ is invertible for all n P 0, and that fxngnP0 � X.
Newton’s method features both local as well as global properties. On the one hand, on a local level, the scheme is often

celebrated for its quadratic convergence regime ‘sufficiently close’ to a root. From a global perspective, on the other hand, the
Newton method is well-known to exhibit chaotic behavior. Indeed, the original works of Fatou [4] and Julia [5], for instance,
revealed that applying the Newton method to algebraic systems of equations may result in highly complex or even fractal
attractor boundaries of the associated roots. This was confirmed in the 1980s when computer graphics were employed to
illustrate the theoretical results numerically; see, e.g., [13].
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In order to tame the chaotic behavior of Newton’s method a number of different ideas have been proposed in the liter-
ature. In particular, the use of damping aiming to avoid the appearance of possibly large updates in the iterations, constitutes
a popular approach in practical applications. More precisely, (2) is replaced with

xnþ1 ¼ xn þ adn;

for a possibly small damping parameter 0 < a < 1. More sophisticatedly, variable damping may lead to more efficient re-
sults; see, e.g., the extensive overview [1] or [2,3,16] for different variations of the classical Newton scheme. The idea of
adaptively adjusting the magnitude of the Newton updates has also been studied in the recent article [14]; there, following,
e.g., [9,13,15], the Newton method was identified as the numerical discretization of a specific ordinary differential equation
(ODE)–the so-called continuous Newton method—by the explicit Euler scheme, with a fixed step size h ¼ 1. Then, in order to
tame the chaotic behavior of the Newton iterations, the idea presented in [14] is based on discretizing the continuous New-
ton ODE by the explicit Euler method with variable step sizes, and to combine it with a simple step size control procedure; in
particular, the resulting procedure retains the optimal step size 1 whenever sensible and is able to deal with singularities in
the iterations more carefully than the classical Newton scheme. In fact, numerical experiments revealed that the new meth-
od is able to generate attractors with almost smooth boundaries where the traditional Newton method produces fractal Julia
sets. Moreover, the numerical tests demonstrated an improved convergence rate not matched on average by the classical
Newton method.

The goal of the present paper is to continue the work in [14] on simple algebraic systems, and to extend it to the context
of general Banach spaces; in particular, nonlinear boundary value problems will be focused on, and an empirical investiga-
tion demonstrating the ability of the proposed approach to tame chaos in attractor boundaries will be provided in such sit-
uations. Furthermore, in contrast to the adaptive control mechanism in [14], which is based on an intermediate step
technique, we develop and test a pure prediction scheme in the present article. This will make it possible to compute the
individual iterations much more efficiently. Indeed, this is most relevant in more complex applications such as in the numer-
ical approximation of nonlinear ordinary and partial differential equations.

Finally, let us remark that there is a large application and research area where methods related to the continuous version
of the Newton method are considered in the context of nonlinear optimization. Some of these schemes count among the
most efficient ones available for special purposes; see, e.g., [12] and the references therein for details.

2. An adaptive Newton method

The aim of this section is to develop an adaptive Newton method based on a simple prediction strategy. To this end, we
will first recall the continuous Newton ODE.

2.1. Discrete vs. continuous Newton method

In order to improve the convergence behavior of the (discrete) Newton method (2) in the case that the initial guess is far
away from a root x1 2 X, it is classical to consider a damped version of the Newton sequence. More precisely, given a pos-
sibly small tn > 0, we consider the iteration

xnþ1 ¼ xn � tnF
0ðxnÞ�1

FðxnÞ: ð3Þ

Rearranging terms results in

xnþ1 � xn

tn
¼ �ðF0ðxnÞÞ�1

FðxnÞ;

we observe that (3) can be seen as the discretization of the initial value problem

_xðtÞ ¼ NFðxðtÞÞ; t P 0;
xð0Þ ¼ x0;

�
ð4Þ

by the explicit Euler scheme with step size tn. Here, NFðxÞ ¼ �F0ðxÞ�1
FðxÞ is the so-called Newton Raphson transform (NRT,

for short; see [14]) of F. The system (4) is called continuous Newton method. It is noteworthy that, if NF is of class C1 on some
neighborhood of x1 2 X, then we have DðNFÞðx1Þ ¼ �Id. In particular, by the Poincaré-Ljapunow Theorem (see, e.g., [17]) we
conclude that each regular zero of F is located in an attracting neighborhood contained in X when the NRT is applied. Fur-
thermore, hoping that a sufficiently smooth solution of (4) exists, and that limt!1xðtÞ ¼ x1 2 X is well-defined with
Fðx1Þ ¼ 0, one can readily infer that

FðxðtÞÞ ¼ Fðx0Þe�t : ð5Þ

The solvability of (4) within the framework of Banach spaces has been addressed in [10,11]. Note that the trajectory of a solu-
tion of (4) either ends at the solution point x1 which is located closest to the initial value x0, or at a some point close to a
critical point xc with non-invertible derivative F0, or at some point on the boundary @X of the domain of F; see [7,8].
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