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a b s t r a c t

This paper elaborates on a problem of one-year ahead estimation of energy demand based on macroeco-
nomic variables. To this end, two different Computational Intelligence approaches are herein evaluated:
(1) a modified Harmony Search (HS) optimization algorithm with an exponential prediction model and
(2) an Extreme Learning Machine (ELM). In the case of the HS, a feature selection of the best set of fea-
tures for the prediction is carried out jointly with the optimization of the model’s parameters. On the
other hand, the ELM will be tested with and without the feature selection carried out by the HS approach.
We describe several modifications on the proposed HS, which include a hybrid encoding with a binary
part for the feature selection, and a real part to tune the parameters of the prediction model. Other adap-
tations focused on the HS operators are also introduced. The performance of both approaches has been
assessed in a real application scenario, corresponding to the total energy demand estimation in Spain,
in which we have 14 macroeconomic variables with history values for the last 30 years, including the
recent crisis period starting in 2008. The performance of the proposed HS and ELM models incorporating
feature selection is shown to provide an accurate one-year-ahead forecast at a higher prediction’s accu-
racy when compared to previous proposals in the literature. Specifically, the HS and ELM approaches are
able to improve the results of a previous approach (based on a genetic algorithm), obtaining an improve-
ment over 15% in this problem of energy demand estimation. As a final experimental evaluation of the
proposed algorithm, a similar problem of one-year ahead CO2 emissions estimation from macro-
economic variables is also tackled, and also in this case the HS and ELM are able to obtain significant
improvements over a previous approach based on evolutionary computation, over 10% of improvement
in this problem.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

In the last decades energy demand has increased sharply at a
worldwide scale, pushed up by the globalization phenomenon, a
rapid population growth, an aggressive industrialization of devel-
oping countries and the high standard of life in developed nations
[1]. In this context it is well known that, as the economy grows, the
energy demand increases exponentially, what brings along impor-
tant environmental issues that may compromise the future of next
generations. Currently, 80% of the energy demand in the world is
covered by non-renewable energy sources such as coal or petro-
leum, with more dramatic values of this indicator foreseen at

developing countries. Another point to be taken into account lies
on the fact that industry is the responsible for more than 50% of
the energy demand in the world. Consequently, countries with a
growing industrial activity happen to be more energy demanding
than other with economies based on alternative sectors.
Managing medium and long-term energy demand has become a
key problem with impact in all countries’ economies and nations’
development.

Some years ago different studies predicted an increase of the
overall energy demand of more than 50% in the next 20 years, in
what seemed an unstoppable process [2–6,9]. However, all these
forecasts and projections failed after the deep world crisis that
started in 2008. The main issue with energy demand estimation
problems at a national level is that they depend on macroeconomic
variables, which are annually calculated in the majority of cases.
Thus, very few data are usually available for constructing the pre-
diction models for energy demand estimation. Furthermore,
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economies of the world 30 years ago were completely different
than the current ones, what restricts the variety of historical
macroeconomic indicators that can be considered for energy
demand estimation.

Having said this, the first approach to tackle this problem was
proposed in [3], where a genetic algorithm (GA) was used to obtain
the parameters of an exponential prediction model. Specifically,
the model proposed in [3] is based on four input macroeconomic
variables (Gross Domestic Product or GDP, population, import size
and export size) for Turkey, with data recorded from the early 80s
to the first years of 2000. The prediction of the energy demand was
done for the same year than the input variables (i.e. features’
importance is studied for the same year than that of the energy
demand, instead of considering the prediction over a given time
horizon). Linear and exponential models were considered, whereas
the GA was proposed to be a basic binary algorithm, with standard
crossover, flip mutation, and a tournament selection. The objective
function to be optimized was a measure of mean quadratic error
between the real data and the result given by the model, computed
over a training set, i.e. a fraction of the available data. With the
obtained models it was proven that energy demand in the future
could be estimated by projecting variations in the affecting factors
(input variables). In this case, future projections predicted a con-
tinuous increase of the energy demand in Turkey for the forthcom-
ing 20 years.

The majority of the subsequent literature has since then focused
on testing the performance of different evolutionary-type algo-
rithms when applied to this problem, such as Particle Swarm
Optimization (PSO) [4,5]) or hybrid approaches based on PSO and
Ant Colony Optimization (ACO) [7]. Another hybrid approach
blending together PSO and GA has been recently reported in
[6,8,10] for energy demand estimation in China. Other approaches
have instead elaborated on prediction models from a different
approach than the exponential ones used in [3]. Thus, in [11] sev-
eral new models based on logarithmic and alternative exponential
functions are used, optimized by a real-encoding genetic algo-
rithm. All these previous approaches consider a reduced number
of affecting factors (input variables or features) from which the
obtained projections show a sustained increase of the energy
demand in next years. In all cases the training years do not include
data beyond 2005, i.e. all years thereafter are missing important
events expected to impact on the quality of the performed predic-
tion (e.g. the 2008 global crisis).

In this paper energy demand estimation is tackled from a novel
perspective, which combines evolutionary solvers and neural
computation algorithms towards an efficient solving methodology.
First, we focus on a one-year-ahead energy demand prediction
problem: this must be regarded as a major difference with pre-
vious approaches where energy estimation is analyzed (i.e. they
relate input variables and energy demand, all taken at the same
year). In addition, we consider a higher number of predictive
(input) variables than previous approaches, with a feature selec-
tion procedure to yield the best set of input variables that must
be considered for the predictive model. On this purpose we pro-
pose to use the Harmony Search (HS) algorithm [12] – a recent
evolutionary optimization approach based on mimicking the music
generation and improvisation processes – which has obtained very
good results in a number of applications [13]. The manuscript
describes the proposed approach thoroughly and analyzes its per-
formance when applied with an exponential prediction model to
the one-year-ahead energy demand forecast in Spain. The study
is further extended by considering a novel neural computation
approach – Extreme Learning Machine (ELM) – as the predictive
model, which is applied to the complete spectrum of available
input variables, as well as to the best set of features obtained by
the HS feature selection. An extension of the problem that

considers the prediction of CO2 emissions from macroeconomic
variables is also discussed in this work.

The rest of the paper is structured as follows: Section 2 formally
describes the problem under consideration, with specific remarks
made on the importance of feature selection in prediction prob-
lems tackled by means of computational intelligence algorithms.
Next, Section 3 describes the fundamentals of the HS algorithm,
with details on the used specific encoding and objective function.
The main characteristics of the ELM model are also summarized
in this section. Section 4 discusses the performance of the proposed
algorithms in a real case of energy demand prediction in Spain, for
which a comparison with alternative algorithms in the literature is
presented. An extension of the problem to a similar case of one-
year ahead CO2 emissions estimation is also discussed in this
Section. Finally, Section 5 closes the paper by drawing some ending
conclusions.

2. Problem definition

Let us consider a time series E , fEðtÞgn
t¼1 of past energy

demands for a given country, with n discrete values corresponding
to different years; and a set of m predictive variables
X ¼ fX1ðtÞ; . . . ;XmðtÞg, with t ¼ 1; . . . ;n. A model M provides an

estimation bE for E. The problem tackled in this paper consists of
finding the best set of m0 6 m features out of the m possible vari-
ables in X, as well as the values for the components/parameters
of the model M such that a given objective function – usually
related to the similarity of the model output to the real energy
demand values – is optimized. In this case, we consider that such
a function is given by the mean squared error between the
observed values and the predicted ones, which is to be minimized,
i.e.

f ðMÞ ¼ 1
n�
Xn�
j¼1

EðjÞ � bEðjÞ� �2
; ð1Þ

where n� is the size of a reduced training sample (n� < n).
The above formulation corresponds to a class of the so-called

Feature Selection (FS) problem. Feature selection is an important
task in supervised classification and regression problems because
irrelevant features, used as part of the training procedure can
unnecessarily increase the cost and running time of a prediction
system, as well as degrade its generalization performance [14].
FS problems can be approached under two different schemes: the
first attempts at identifying an appropriate set of features indepen-
dently of the performance of the model M, which preserve most of
the information provided by the original data. This approach is
known as the filter method for feature selection [14], which is out-
lined in Fig. 1(a) for the sake of completion.

The second FS approach directly selects a subset of m0 features
out of the total available in such a way that the performance of the
model M is improved or, at least, not degraded. This approach is
usually known as wrapper method for the FS. These wrapper meth-
ods result to be in general more powerful than filter approaches at
the usual penalty of an increased computational cost [15,16].
Fig. 1(b) shows an outline of the wrapper method for feature selec-
tion. The search of the best subset of input variables can be per-
formed by means of any search algorithm such as hill-climbing
and greedy or evolutionary solvers.

3. Materials and methods

As has been advanced in the introduction, this paper evaluates a
number of Computational Intelligence approaches when applied to
the one-year-ahead energy demand prediction based on
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