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a b s t r a c t

This paper addresses theproblemof speech enhancement and acoustic noise reductionby adaptive filtering
algorithms in amoving car through blind source separation (BSS) structures. In this paperwepropose a new
regularized forward blind source separation (RFBSS) algorithm that does not need voice activity detection
(VAD) systems, and allows getting efficient speech enhancement performances with low complexity.
The proposed RFBSS algorithm is compared with recent and classical speech enhancement algorithms in

different noisy conditions. This comparison is evaluated in terms of Cepstral distance (CD), the systemmis-
match (SM) and the Segmental signal-to-noise ratio (SegSNR) criteria. The obtained results show the effi-
ciency of the proposed algorithm and its superiority in comparison with competitive algorithms in
speech enhancement applications.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The problem of speech enhancement from very noisy observa-
tions has became in last year’s one of the recent challenges that
a big part of scientists and researchers in the world are investigat-
ing [1]. This application of speech enhancement is still taking an
important place in our daily life because it is used and present in
every new teleconferencing systems, such as hands-free telephony,
hearing aid, and teleconferencing. Several techniques have been
proposed to deal with the problem of acoustic noise reduction
and speech enhancement applications [2–5]. For instance, in
[6–10] several single and dual microphones based on adaptive
techniques are proposed to correct the distortions of the speech
signal. Moreover, several adaptive techniques and algorithms com-
bined with single, two- and multi-channel techniques for noise
reduction and speech enhancement applications have been
recently proposed as a new insight for this problem [11–14]. Other
techniques that are mainly proposed to overcome the need of a
VAD system, are substantially used to estimate the noise compo-
nents power spectral density (PSD) in many speech enhancement
techniques employing one, two or multi sensors systems. However,
different techniques have been proposed to deal with this VAD
system. In [15], a dual-microphone subband-based VAD using
higher-order cumulant is used for detecting speech arriving from

random directions. Another technique for VAD is proposed in
[16] and based on a dual-microphone adaptive noise cancelling
algorithm which uses the VAD method in the adaptive noise can-
cellation to avoid voice leakage. With such a method, the noise
cancellers can well asses and cancel the environmental noises from
the noisy signals and restore the desired voices. In [17], the authors
provide a method based on left–right hidden Markov model
(HMM) to identify the start and end of the speech. The method pro-
poses two models of non-speech and speech instead of existed two
states, formally, each model could include several states, also, they
analyze other features, such as pitch index, pitch magnitude and
fractal dimension of speech and non-speech. In a car environment,
where the driver makes a hands-free communication with a far-
end talker, this distant-talking involves a decrease of the desired
speech signal quality [18–21]. This distortion is originally caused
by the high number of quasi-infinite noise sources since vibrations,
road, fan and wind noise from open windows generate a continu-
ous and distributed noise background. The uttered signal by the
driver will thus be recorded by the microphones sensor as a noisy
signals. One of the main challenges for noise suppression algo-
rithms methods is the detection or the estimation of the signal of
interest. For example, the BSS techniques have shown a good per-
formances that makes the hands-free system in a car communica-
tion highly robust toward noise components [22–32]. It is well
known that the BSS is a powerful technique for acoustic noise
reduction and speech enhancement in many situation such as in
a car configuration involving loosely spaced microphones and
short impulse responses. Most speech enhancement algorithms
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which are based on the BSS structure use either a manual VAD sys-
tem (MVAD) system, or an integrated bloc which realizes auto-
matic VAD (AVAD) to control the adaptation of the cross-filters.
Recently, a particular attention has been made to both forward
and backward BSS (i.e. FBSS and BBSS) structures applied to
enhance corrupted speech signals and to cancel the acoustic noise
components. Several works have dealt with these two structures
[18–23]. However, all of these techniques used a MVAD system
that makes them inoperative in practice. The only work that pro-
posed a VAD system with this FBSS and BBSS structure is given
in [1]. In this paper, we focus our interest on the BBSS structure
and propose a new automatic adaptive algorithm that enhances
the speech signal and reduces the acoustic noise without need of
any VAD system. The solution given in this paper is algorithmic
and not structural as it is given in [1]. The organization of this
paper is as follows: in Section 2, we present the principle of BSS.
The Model description of FBSS is detailed in Section 3, and the for-
ward symmetric adaptive decorrelating (FSAD) algorithm is pre-
sented in Sections 4. The new RFBSS is described in Sections 5. In
Section 6, we show the simulation results of the proposed RFBSS
algorithm and its performances in comparison with competitive
and recent techniques. Finally, we conclude our work in Section 7.

2. Blind source separation (BSS)

In real environment such as in cars, the recorded signals by two
microphones are a linear combination between the speech s(n)
and the noise b(n) components. The latter depends on the micro-
phone’s positions, acoustic characteristics of the car’s interior, the
sources themselves, etc. Therefore, themain problem is to find, with
the least a priori knowledge, useful signals which have been mixed.
In order to overcome this problem, the BSS structure of [8] is used
frequently to extract the sources signal from the only knowledge
of noisy signals. In this paper, we focus on the convolutive noisy sig-
nals and the FBSS structure. The principle of the FBSS is shown in
Fig. 1.

3. Model description of FBSS structure

In order to separate the noisy observation components from the
given structure (Fig. 2a), we used the FBSS which is shown in
Fig. 2b [20].

The noisy signals p1ðnÞ and p2ðnÞ, which will be used as the FBSS
inputs, are given by:

p1ðnÞ ¼ sðnÞ þ h21ðnÞ � bðnÞ; ð1Þ

p2ðnÞ ¼ bðnÞ þ h12ðnÞ � sðnÞ; ð2Þ
where sðnÞ and bðnÞ are two sources of speech and noise, respec-
tively; h12ðnÞ and h21ðnÞ represent the cross-coupling effects
between the two-channels. The symbol (⁄) represents the linear
convolution operator. For this model, both adaptive filters w12ðnÞ
and w21ðnÞ are used to identify the cross-talk path h21ðnÞ and
h21ðnÞ, respectively. The output signals, u1ðnÞ and u2ðnÞ, of the FBSS
structure are given by the following formulas:

u1ðnÞ ¼ p1ðnÞ � p2ðnÞ � w21ðnÞ; ð3Þ

u2ðnÞ ¼ p2ðnÞ � p1ðnÞ � w12ðnÞ; ð4Þ
where w12ðnÞ and w21ðnÞ are the cross-adaptive filters. If we do fur-
ther development of the above relations, we obtain:

u1ðnÞ ¼ bðnÞ � ½h21ðnÞ �w21ðnÞ� þ sðnÞ � ½dðnÞ � h12ðnÞ � w21ðnÞ�;
ð5Þ

u2ðnÞ ¼ sðnÞ � ½h12ðnÞ �w12ðnÞ� þ bðnÞ � ½dðnÞ � h21ðnÞ � w12ðnÞ�;
ð6Þ

if we use the optimal assumption for both adaptive filters w12ðnÞ
and w21ðnÞ,this means that the following solutions hold:

wopt
12 ¼ h12;

wopt
21 ¼ h21:

(
ð7Þ

Then the two outputs of the FBSS structure are given by [20]:

u1ðnÞ ¼ sðnÞ � ½dðnÞ � h12ðnÞ � h21ðnÞ�; ð8Þ

u2ðnÞ ¼ bðnÞ � ½dðnÞ � h21ðnÞ � h12ðnÞ�: ð9Þ

4. FSAD algorithm

The symmetric adaptive decorrelating (SAD) algorithm com-
bined with the FBSS and BBSS structures, were first proposed in
[10,11]. In this study, we focus on SAD algorithm applied to the FBSS
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Fig. 1. Principal scheme of blind source separation (BSS).
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