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In this work, an automatic variable selectionmethod for quantitative analysis of soil samples using laser-induced
breakdown spectroscopy (LIBS) is proposed, which is based on full spectrum correction (FSC) andmodified iter-
ative predictorweighting-partial least squares (mIPW-PLS). Themethod features automatic selectionwithout ar-
tificial processes. To illustrate the feasibility and effectiveness of the method, a comparison with genetic
algorithm (GA) and successive projections algorithm (SPA) for different elements (copper, barium and chro-
mium) detection in soil was implemented. The experimental results showed that all the threemethods could ac-
complish variable selection effectively, among which FSC-mIPW-PLS required significantly shorter computation
time (12 s approximately for 40,000 initial variables) than the others.Moreover, improved quantificationmodels
were got with variable selection approaches. The root mean square errors of prediction (RMSEP) of models uti-
lizing the newmethod were 27.47 (copper), 37.15 (barium) and 39.70 (chromium)mg/kg, which showed com-
parable prediction effect with GA and SPA.
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1. Introduction

Laser-induced breakdown spectroscopy (LIBS), as one of the most
promising techniques, hasdemonstrated its tremendouspotential inquan-
titative analysis of various samples [1–3]. Regarding to the chemometric
processing of LIBS data in quantification, researchers have done great
works on many meaningful issues such as noise reduction [4], normaliza-
tion [5,6], background subtraction [7], outliers filtering [8], etc. Among
them, variable selection draws plenty of attentions. LIBS spectra usually
consist of huge numbers of atomic spectral lines due to thewide detection
range and high resolution of the increasingly advanced spectrometer as
well as the complex components of the samples. This may be beneficial
for the application of multivariate analysis, which features more robust
and accurate model than univariate analysis as is proved by many re-
searchers [9–11]. However, too many variables along with the increase of
number of samples may lead to considerable computational workload
and complicated models. Therefore it is necessary to reduce the dimen-
sions of the original spectrum and select proper number of variables for
modeling. Several variable selectionmethods have been reported in differ-
ent applications. Forina et al. proposed an iterative predictor weighting-
partial least squares (IPW-PLS) method based on the cyclic iteration of
PLS regression for the elimination of useless predictors in multivariate re-
gression problems [12,13]. Chen et al. proposed a modified IPW-PLS

(mIPW-PLS) method by defining a hard threshold and using continuous
wavelet transform (CWT) [14]. Jouan-Rimbaud et al. studied the perfor-
mance of genetic algorithms (GA) in variable selection and a good model
was obtained [15]. Araújo et al. developed successive projections algorithm
(SPA) as a novel variable selection strategy formultivariate calibration [16].

It is interesting to find that few variable selectionmethodswere first
proposed for the application of atomic spectrum (LIBS typically). The
reason may be that the atomic spectrum of LIBS usually contains tens
of thousands of informative variables, which would result in extensive
calculation for classical variable selection methods such as GA, SPA etc.
Pontes et al. use a data compression procedure in the wavelet domain
to reduce the computationalworkload involved in the variable selection
process and compared effects of methods SPA, GA and a stepwise for-
mulation (SW) [17]. However, the wavelets utilized for compression
and decomposition levels have to be tested beforehand to find out the
best parameter, which may be different under other circumstances. In
our early research, we proposed a fast variable selection method by
combining interval PLS and mIPW-PLS with a defined correction factor
[18]. Nevertheless, the number of intervals still has to be determined
in advance and may change in different cases. In other words, some ar-
tificial processes are inevitable in existing variable selection methods,
making them unadapted for various situations.

In this work, we present an automatic variable selection method
used for LIBS technology, which gets rid of artificial process and keeps
adaptable for quantitative analysis of different elements in soils. To illus-
trate the effectiveness and superiority of this method, we implement a
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comparison with conventional methods (GA and SPA). The computa-
tion time and the prediction effect are considered and compared in
the results of variable selection and quantification.

2. Theory and mehod

Researchers have already found that modeling in quantitative anal-
ysis could be faster, more robust and accurate with variables selected
properly [19–21]. To achieve this goal, methods with intelligent algo-
rithm are preferable to manual selection methods because of their
higher efficiency and better capability of selection. In this section, con-
ventional variable selection methods including GA and SPA are de-
scribed previously as comparisons. Then a novel automatic variable
selection method is presented with detailed procedure.

2.1. Genetic algorithm

The genetic algorithm (GA) is a classical approach to intelligent
searching and optimization,whichwas put forward in 1970s byHolland
[22]. Then thanks to the large amounts of contribution made by Gold-
berg et al. [23], GA attracted enormous attention and was successfully
applied for artificial intelligence and automation.

In the field of variable selection, GA could be utilized to search for la-
tent variables spontaneously [24–26]. In detail, a population of binary
strings (i.e. chromosomes) is created randomly from all the variables.
Each position (i.e. gene) of the binary string corresponds to one specific
variable, which is coded as “1” if the variable is selected and “0” if not.
According to the algorithm, the offspring generations are formed with
crossover and mutation operation. The probability of a given chromo-
some being selected is proportional to its fitness, which is related to
the evaluation response (in this work refers to the root mean square
error of cross validation). In each generation, the population size is
kept constant and new individuals take place of old ones except the
best one to avoid missing optimal solutions. The evolutionary process
will come to an end when a determined number of cycles are reached.

GA could find out latent variables through random searching and
combination. As an effective intelligent algorithm, it has many benefits.
For instance, GA features global searching capability, which could guar-
antee avoidance of the local extremum. However, the drewbacks of GA
also exist. On one hand, variables selected may be different to some ex-
tent in repeated experiments because of the random searching proce-
dure adopted in GA. On another hand, the process of variable selection
will be rather time-consuming when the size of population is large.

2.2. Successive projections algorithm

The successive projections algorithm (SPA) was firstly proposed by
Araújo et al. for simultaneous analysis of complexes [16]. Afterwards,
several researchers presented improvements of SPA such as a cost func-
tion associated to the average risk of misclassification [27], combination
with uninformative variable elimination (UVE) [28] or new criteria for
selection of robust variables for classification [29].

SPA is a forward selection method, which can be used to select a
small representative set of spectral variables with a minimum of collin-
earity. The main process of SPA can be summarized as follows: firstly, a
parameter N should be set as the maximum number of variables to be
selected; secondly, starting from each variable, SPA calculates the pro-
jection of the initial variable on the subspace by iteration and gets J
(total number of variables) sets of selection ofN variables [28].The func-
tion of the projection is defined as [16].

Px j ¼ x j− xT
jxk n−1ð Þ

� �
xk n−1ð Þ xT

k n−1ð Þxk n−1ð Þ
� �−1

where P is the projection operator, xj is the jth column (corresponding
to jth variable) of calibration set X, xk(n-1) refers to the column selected

at the (n-1)th iteration of SPA. Thirdly the optimal set and selected var-
iables could be determined by the assessment of the root mean square
error of cross-validation (RMSECV) in multiple linear regression (MLR).

SPA employs operations in a vector space to select variables for ei-
ther quantitative or qualitative analysis. The advantage of SPA is that
the selected variables feature themost information but the smallest col-
linearity. However, the disadvantages of SPA also exist. In the first place,
the number of variables to be selected should be nomore than the num-
ber of samples in the calibration set. In the second place, when the total
number of the variables is huge, the iterations of projection calculation
and circulations of every each initial variable will still bring about con-
siderable workload.

2.3. Automatic variable selection method based on full spectrum correction
and modified iterative predictor weighting-partial least squares (FSC-
mIPW-PLS)

To select variables efficiently and automatically considering the
enormous amount of spectral data in LIBS experiment, in this work an
automatic variable selection method is developed based on improve-
ment of our previous research [18]. The new method employs two de-
fined full spectrum correction factors combined with mIPW-PLS to
realize automatic selection. The detailed procedure could be
decomposed into the following steps:

(1) Correlation coefficient ρi of each variable i and the reference con-
centration is treated as the first correction factor and calculated
as

ρi ¼
Cov Xi;Yð Þ
σXi � σY

where Cov(Xi, Y) is the covariance of Xi and Y, σXi and σY are the stan-
dard deviation of Xi and Y. All the variables are multiplied by the vector
R = [ρ1, ρ2, …, ρN].

(2) PLS regression of all the variables after (1) is implemented and
the second correction factor ki of each variable i is defined as

ki ¼
b2i

∑m
i¼1b

2
i

where bi is PLS regression coefficient of the corresponding variable i, and
m is the total number of variables. All the variables aremultiplied by the
vector K = [k1, k2, …, kN].

(3) PLS regression of variables in the current IPW cycle is computed
and the importance zj of each variable j is given by [12]

z j ¼
bj
�� ��σ j

∑n
j¼1 bj

�� ��σ j

whereσj and bj are the standard deviation and PLS regression coefficient
of the corresponding variable j, and n is the number of variables in cur-
rent cycle. The hard threshold Thr of the current IPW cycle is calculated
as [14].

Thr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log2 nð Þσ

p
ffiffiffi
n

p

where σ is the standard deviation of all variables included in current cy-
cle, and n is the number of variables in current cycle. If any importance zj
is smaller than Thr, the corresponding variable j will be removed.
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