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a b s t r a c t

Hot jets-in-cross-flow are frequently encountered in aeronautics and the accurate estimation of the wall
temperature in the jet wake is crucial during the early design of a new aircraft. However, common two-
equation RANS models fail at estimating the wall temperature in the jet wake. The use of Large-Eddy
Simulation, which seems to be a promising solution at first sight, is not applicable due to its prohibitive
computational cost on such large Reynolds number wall-bounded flows. For an affordable cost, we pro-
pose a strategy which consists in: reducing the computational domain to a small region around the phe-
nomenon of interest (RANS-LES embedded approach), perform a Wall-Modelled Large-Eddy Simulation
(WMLES) in the reduced domain and generate a turbulent inflow at the reduced domain inlet. The test
case selected is a hot Jet-In-Cross-Flow experimentally studied by Albugues (2005) [1]. We simulate
the real geometry of the wind-tunnel model, which imposes strong constraints on the inflow generation
and numerical method. It is shown that an advanced inflow generation, combining a stochastic velocity
fluctuation injection and a dynamic forcing term (Laraufie et al., 2011) [17], is mandatory to obtain a real-
istic turbulent flow upstream of the jet. In the jet wake, the wall temperature estimated by the WMLES
agrees well with the experimental measurements.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Jet-In-Cross-Flow (JICF) are commonly encountered in aeronau-
tics and their application range from turbine cooling in jet engines
to flow control and hot air exhaust in external aerodynamics, to
state a few of them. JICF for hot air exhaust is the subject of this
study and the application targeted here is the anti-icing system
of aircraft engine nacelles (see Fig. 1(a)). As shown in Fig. 1(b),
the anti-icing system consists in a circulation of hot air in the
nacelle leading edge, which heats the leading edge and prevents
ice accumulation. The hot air then enters in a plenum before exit-
ing and mixing with the main flow surrounding the aircraft. It
appears that downstream of the jet, the hot air impacts the com-
posite materials forming the engine nacelle. This composite mate-
rial is thus submitted to repeated thermal stresses which can lead
to abnormal fatigue and finally to structural damages. To prevent
these damages, the composite materials are protected by thermal
shields whose size should be minimized to avoid useless weight.
As a result, an accurate description of the wall temperature field

in the jet wake is of special concern from the industrial point of
view.

During aicraft design, the Reynolds-Averaged Navier Stokes
(RANS) approach is suitable for simulating most applications, with
the advantage of a moderate computational cost. However, com-
mon one or two-equation RANS models have been shown to fail
at predicting the wall temperature field behind a hot JICF, as shown
by Albugues [1], Jouhaud et al. [2] and Duda [3]. Duda also evalu-
ated the suitability of Unsteady RANS (URANS) to simulate such
JICF, without clear improvements of the results. The reason identi-
fied for the failure of (U) RANS is the presence of several large scale
coherent motions with broad spectral content, which determine
the development of the jet wake and the wall temperature distri-
bution downstream of the JICF.

There is general agreement that LES is well suited for the
simulation of JICF [2,4]. However it is known that LES involves a
prohibitive computational cost as soon as large Reynolds number
wall-bounded flows are concerned, such as the JICF described
above. This computational cost is due to the presence of very small
streaky turbulent structures in the inner layer of the boundary
layer, which require a very fine mesh to be properly captured.
According to the estimates of Choi and Moin [5], the LES of a

http://dx.doi.org/10.1016/j.compfluid.2014.06.015
0045-7930/� 2014 Elsevier Ltd. All rights reserved.

⇑ Corresponding author. Tel.: +33 6 72 68 60 69.
E-mail address: sbocquet@gmail.com (S. Bocquet).

Computers & Fluids 101 (2014) 136–154

Contents lists available at ScienceDirect

Computers & Fluids

journal homepage: www.elsevier .com/locate /compfluid

http://crossmark.crossref.org/dialog/?doi=10.1016/j.compfluid.2014.06.015&domain=pdf
http://dx.doi.org/10.1016/j.compfluid.2014.06.015
mailto:sbocquet@gmail.com
http://dx.doi.org/10.1016/j.compfluid.2014.06.015
http://www.sciencedirect.com/science/journal/00457930
http://www.elsevier.com/locate/compfluid


turbulent wall-bounded flow involves a number of computational
cells proportional to Re1:9

x where Rex ¼ q1U1x=l1 is the Reynolds
number based on the distance x from the leading edge.

To alleviate this expensive computational cost, hybrid RANS-
LES methods [6] attempt to use RANS in the boundary layer and
LES elsewhere. Among the hybrid RANS-LES methods, Wall-Mod-
elled LES (WMLES) [7,8] consists in resolving the turbulent struc-
tures in the outer layer of the boundary layer, while modelling
the effect of the smallest structures underneath. By modelling
these very small structures, the number of cells needed becomes
proportional to Re0:4

x according to Chapman [9],1 allowing a much
smaller number of cells than the one required by a wall-resolved LES.

WMLES has been successfully applied to JICF by Jouhaud et al.
[2] and Hallez et al. [4]. In addition to the WMLES approach, we
will focus on two specific points: (1) further reducing the compu-
tational cost by limiting the computational domain to a small
region around the JICF, which is called the ’RANS-LES embedded
approach’ and (2) generating appropriate turbulent inflow at the
inlet of the WMLES domain. Both the WMLES approach and the
inflow generation are implemented in the elsA software [10],
which is a multi-block structured compressible flow solver, capa-
ble of massively parallel simulations and used by EADS and
SAFRAN in their design process.

The problem of inflow generation for LES has been the subject of
several studies. However, inflow generation for WMLES has
focused very minor attention and very few work exists on this sub-
ject. Thus, the investigation of inflow generation for WMLES con-
stitutes the original part of this work.

This study is structured as follows: (1) the JICF configuration is
described; (2) The strategy chosen to tackle the LES of large
Reynolds number wall-bounded flows, based on WMLES, the
RANS-LES embedded approach and turbulent inflow generation,
is presented; (3) The RANS modelling; (4) The LES modelling are
then described; and (5) Results are discussed, starting with the
effect of inflow generation upstream of the JICF. Then, WMLES
results in the jet wake are compared to experimental results.
Finally velocity spectra are analyzed and the numerical method
limitations are discussed.

2. The Jet-In-Cross Flow configuration

The configuration studied is not the real anti-icing system but
the representative wind tunnel model investigated experimentally
by Albugues [1]. Fig. 2(a) shows the wind tunnel test section, of
dimension 5� 1:4� 1:8 m respectively in the streamwise, span-
wise and vertical directions. An airfoil of C ¼ 0:7 m chord is fixed
between the two lateral walls and contains internal equipments
able to generate the JICF (see Fig. 2(c)). The use of an airfoil is
motivated by the objective of reproducing the wall pressure

distribution that takes place on a real aircraft engine nacelle. Hot
air at a total temperature of 363 K is supplied inside the airfoil
through two symmetrical pipes at a given mass flow rate qj, The
hot air then mixes in a plenum located right below the ejector grid
of thickness d = 2 mm. The hot air finally exits through a square
exhaust hole made in the ejector grid and interacts with the wind
tunnel main flow at ambient temperature, forming the JICF. It
should be noted that the plenum walls are cooled by circulation
of cold water in small pipes surrounding the plenum. Thus the total
temperature of the hot air right below the exhaust hole has
decreased to a value of about 353 K [1]. The main flow velocity is
U1 ¼ 47:25 m s�1 at a static temperature T1 ¼ 295 K, leading to
a Mach number M1 ¼ 0:14 and a Reynolds number
ReD ¼ q1U1D

l1
¼ 93;000, with D ¼ 30 mm is the exhaust hole dimen-

sion and q1 and l1 are respectively the main flow density and
molecular viscosity. Expressed using the exhaust hole dimension,
the domain measures ½�83D;83D� � ½�23D;23D� � ½�30D;30D�
respectively in the streamwise, spanwise and vertical directions.
Transition is triggered upstream of the ejector grid so that the
boundary layer is fully turbulent when it reaches the grid.

The Reynolds number, Mach number, wall pressure distribution
and the temperature difference between the hot and cold flows,
here equal to DT ¼ Tj � T1 ¼ 57 K, constitute a set of similarity
parameters that characterize the JICF dynamics. In addition to
these, two important similarity parameters can be further identi-
fied: the ratio of momentum between the hot and cold flow
CR ¼

qjUj

q1U1
and the ratio of main flow displacement thickness by

exhaust hole dimension d1
D . Here CR ¼ 0:69 and d1

D � 17� 10�3, the
latter being measured just upstream of the exhaust hole from the
RANS computation described later.

The X;Y ; Z coordinates and U;V ;W velocity components respec-
tively stand for the streamwise, spanwise and vertical directions in
the global frame of reference. The origin of this frame of reference
is located at the middle of the exhaust hole downstream edge.
x; y; z coordinates and u;v ;w respectively denote streamwise,
wall-normal and spanwise directions in the local boundary layer
frame of reference.

3. A strategy for the Large-Eddy Simulation of large Reynolds
number wall-bounded flows

3.1. The Wall-Modelled Large-Eddy Simulation

As seen in the introduction, the computational cost of a wall-
resolved LES would be very expensive on this JICF. Indeed the Rey-
nolds number based on the airfoil chord is Rec ¼ 2:2� 106. To fulfill
the criterion dþx ¼ 50; dþy ¼ 1 and dþz ¼ 15, we estimate that at least
300� 106 cells would be necessary to discretize the small embed-
ded domain shown in Fig. 3 with a conventional full-matching
structured mesh. Here the superscript ð:þÞ designates dimensions
in wall units, that is:

Fig. 1. (a) Hot air exhaust from the anti-icing system on a A380 engine. (b) The different components of the anti-icing system.

1 Choi et al. estimate the number of cells proportionnal to Rex for Rex > 106.
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