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Abstract This paper focuses on the study of boundary value problems using well-known He’s vari-

ational iteration method which is coupled with an auxiliary parameter. Three examples are given to

show the efficiency and importance of the proposed algorithm. The reliability and accuracy has

been proved by comparing our results with the solution obtained by standard variational iteration

method.
� 2016 University of Bahrain. Publishing services by Elsevier B.V. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Inokuti et al. (1978) proposed a general Lagrange multiplier
method to solve nonlinear problems especially in the field of

quantum mechanics. Later on, He (1999, 2000, 2007) modified
the method to a new kind of an analytical technique for non-
linear problems and named it as variational iteration method

(VIM), which is effectively and easily used to obtain solution
of nonlinear equations accurately. For example, Belgacem
et al. (2015) and Baskonus et al. (2015) obtain solutions of

nonlinear fractional differential equations systems (NFDES)
through implementation of VIM and concluded that VIM
remains a valuable tool for the treatments of NFDES. Bulut
and Baskonus (2009) obtain an exact solution of dispersive

equation. Wazwaz (2007a, 2007b, 2007c, 2008) applied the
method to nonlinear differential equations and pointed out
that VIM is a very effective and reliable analytical tool for

solving these equations. Saberi and Tamamgar (2008)
concluded that the method is highly reliable for

integro-differential equations. Goh et al. (2009) applied the
method to hyperchaotic system with great success. Uremen
and Yildirim (2009) and Sadighi and Ganji (2007) obtain exact

solutions of poisson equation and nonlinear diffusion equa-
tions respectively. With the passage of time, several modifica-
tions were made in He’s VIM, which have further improved
the efficiency and accuracy of the iterative algorithm to a tan-

gible level.
Moreover, with the passage of time many analytical tech-

niques are developed to solve nonlinear problems. Liao

(1992) came up with a new idea, he developed a nonlinear ana-
lytical technique called homotopy analysis method (HAM),
which is free from assumption of small parameters and can

be used to obtain approximate solution of nonlinear problems.
In this method, Liao inserted an auxiliary parameter h, which
is used to control the convergence of an approximate solution

over the domain of the problem. Liao (2003), further general-
ized the method so called optimal homotopy analysis method
(OHAM) for strongly nonlinear differential equations by
inserting multiple parameters, which are used to control the

convergence of approximate solutions. The optimal value of
auxiliary parameters is obtained by minimizing the absolute
residual error, which is a reliable, effective and accurate
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method even for higher order of approximation. Different
available studies that used the OHAM to solve various nonlin-
ear equations can be seen in the literature (Xu et al., 2015;

Nawaz et al., 2015; Ellahi et al., 2015a, 2015b; Zeeshan
et al., 2014, 2016).

In this paper, an auxiliary parameter h is inserted into the

correctional functional of VIM for boundary value problems.
We consume all of the boundary conditions to establish an
integral equation before constructing an iterative algorithm

to obtain an approximate solution. Thus we establish a modi-
fied iterative algorithm that does not contain undetermined
coefficients, whereas most previous iterative methods do incor-
porate undetermined coefficients. It is observed that the cou-

pling algorithm provides a convenient way to control and
adjust the convergence region of approximate solution over
the domain of the problem. Three examples are given to explic-

itly reveal the performance and reliability of the suggested
algorithm.

2. Variational iteration method (VIM)

To illustrate the steps of variational iteration method, we con-
sider the following general nonlinear ordinary differential

equation.

LfðnÞ þNfðnÞ þ gðnÞ ¼ 0: ð1Þ
where L and N are linear and nonlinear operator respectively
and gðnÞ illustrates an inhomogeneous term. According to

VIM (He, 1999, 2000, 2007; Noor and Mohyud-Din, 2008),
we can construct the correction functional as follows

fnþ1ðnÞ ¼ fnðnÞ þ
Z n

0

kðLfnðsÞ þN~fnðsÞ þ gðsÞÞds; ð2Þ

where k is a Lagrange multiplier (He, 1999, 2000, 2007; Noor
and Mohyud-Din, 2008), which can be identified optimally via

variational theory, fn is the nth approximate solution, and ~fn is

consider as a restricted variation, i.e. d~fn ¼ 0. After identifica-

tion of Lagrange multiplier, the successive approximations
fnþ1ðnÞ; n P 0, of the solution f can be readily obtained. Con-

sequently, the exact solution will be of the form:

fðnÞ ¼ lim
n!1

fnðnÞ: ð3Þ

3. Optimal variational iteration method (OVIM)

To illustrate the steps of optimal variational iteration method,
we consider the following second order nonlinear ordinary dif-
ferential equation.

LfðnÞ þNfðnÞ þ gðnÞ ¼ 0; a 6 n 6 b; ð4Þ
subject to the boundary conditions

fðaÞ ¼ a; fðbÞ ¼ b; ð5Þ
where L ¼ d2

dn2
is the linear differential operator, N represents

the nonlinear operator and gðnÞ illustrate an inhomogeneous
term. According to standard VIM, the correction functional
is given as

fnþ1ðnÞ ¼ fnðnÞ þ
Z n

0

k LfnðsÞ þN~fnðsÞ þ gðsÞ
� �

ds: ð6Þ

Making the correction functional stationary, the Lagrange
multiplier is identified as k ¼ s� n; (Noor and Mohyud-Din,
2008; Xu, 2009), we get the following iterative formula

fnþ1ðnÞ ¼ fnðnÞ þ
Z n

0

ðs� nÞðLfnðsÞ þN~fnðsÞ þ gðsÞÞds: ð7Þ

An unknown auxiliary parameter h can be inserted into the

iterative formula (7), for n ¼ 0, Eq. (7), becomes

f1ðnÞ¼ fð0Þþnf 0ð0Þþh

Z n

0

ðs�nÞ Lf0ðsÞþN~f0ðsÞþgðsÞ
� �

ds: ð8Þ

for optimal variational iteration method, we will proceed as

follows,
From Eq. (8),

fðnÞ ¼ fð0Þ þ nf 0ð0Þ þ h

Z n

0

ðs� nÞðLfðsÞ þNfðsÞ

þ gðsÞÞds: ð9Þ
Substituting n ¼ a and n ¼ b in Eq. (9) and solve for fð0Þ,

f 0ð0Þ we get

fð0Þ ¼ a� a
a� b
a� b

� �
� h

Z a

0

ðs� aÞðLfðsÞ þNfðsÞ þ gðsÞÞds

þ ah

a� b

Z a

0

ðs� aÞðLfðsÞ þNfðsÞ þ gðsÞÞds
�

�
Z b

0

ðs� bÞðLfðsÞ þNfðsÞ þ gðsÞÞds
�
;

f 0ð0Þ ¼ a� b
a� b

� h

a� b

Z a

0

ðs� aÞðLfðsÞ þNfðsÞ þ gðsÞÞds
�

þ
Z b

0

ðs� bÞðLfðsÞ þNfðsÞ þ gðsÞÞds
�
:

Substituting the value of fð0Þ and f0ð0Þ in Eq. (9) yields

fðnÞ ¼ a� a
a� b
a� b

� �
þ n

a� b
a� b

� �

þ h

Z n

0

ðs� nÞ LfðsÞ þNfðsÞ þ gðsÞð Þds

þ h

a� b
ða� nÞ

Z a

0

ðs� aÞ LfðsÞ þNfðsÞ þ gðsÞð Þds

þ h

a� b
ðn� aÞ

Z b

0

ðs� bÞ LfðsÞ þNfðsÞ þ gðsÞð Þds

� h

Z a

0

ðs� aÞðLfðsÞ þNfðsÞ þ gðsÞÞds; ð10Þ

which can be solved by the modified iterative algorithm as

f0ðnÞ ¼ a� a
a� b
a� b

� �
þ n

a� b
a� b

� �
;

f1ðn; hÞ ¼ f0ðnÞ þ h

Z n

0

ðs� nÞðLf0ðsÞ þNf0ðsÞ þ gðsÞÞds

þ h

a� b
ða� nÞ

Z a

0

ðs� aÞðLf0ðsÞ þNf0ðsÞ þ gðsÞÞds

þ h

a� b
ðn� aÞ

Z b

0

ðs� bÞðLf0ðsÞ þNf0ðsÞ þ gðsÞÞds

� h

Z a

0

ðs� aÞðLf0ðsÞ þNf0ðsÞ þ gðsÞÞds
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