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a b s t r a c t

In this work, we propose a novel technique to retrieve the 3D shape of dynamic objects by the simultaneous
projection of a fringe pattern and a homogeneous light pattern which are both coded in two of the color channels
of a RGB image. The fringe pattern, red channel, is used to retrieve the phase by phase-shift algorithms with
arbitrary phase-step, while the homogeneous pattern, blue channel, is used to match pixels from the test object
in consecutive images, which are acquired at different positions, and thus, to determine the speed of the object.
The proposed method successfully overcomes the standard requirement of projecting fringes of two different
frequencies; one frequency to extract object information and the other one to retrieve the phase. Validation
experiments are presented.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

There are many different 2D (and 3D) applications for optical metrol-
ogy systems in industrial manufacturing [1–3]. Today machine vision
systems have been widely used in manufacturing and quality control, as
for example, sorting parts, verifying hole locations and dimensions, and
checking overall shape and fit according design requirements [2]. Only
just to name a few examples that can be handled in 2-dimensions.

On the other hand, with recent technological advancements on dig-
ital light projection and digital imaging, 3D optical metrology based on
digital fringe projection and phase-shifting methods (PS) have improved
considerably. In the last decade, one of the major research challenges
has been to improve the ability to work on a wide range of surfaces
with wide reflection variations, automated profile reconstruction and
high-speed 3D shape measurements [2,4]. One of these applications is
the 3D shape measurement of an object with straight-line motion.

In general, by using phase shift algorithms, it requires to
project/acquire at least three phase-shifted fringe patterns, and needs
additional information to estimate the lateral displacement of the object.
In this way some approaches have been proposed, e.g., Peng and co-
workers [5,6] suggested the use of orthogonal two-frequency fringe
patterns. In the high-frequency one, the phase-shifting direction is
along the moving direction, while that the low-frequency fringes are
perpendicular to the moving direction, or vice versa [6]. But, the main
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idea is the same: One kind of patterns is used for phase retrieval, and the
second is used to estimate the lateral displacement of the moving object
using pixel matching methods. There are other proposals to estimate
the lateral displacement, e.g., utilizing markers for pixel matching [7]
or other strategies [1,8].

For phase retrieval from fringe projection, one must acquire a set of
fringe patterns, which are described by

𝐼𝑘 (𝑥, 𝑦) = 𝑎 (𝑥, 𝑦) + 𝑏 (𝑥, 𝑦) cos
[

2𝜋𝑓𝑥 + 𝜙 (𝑥, 𝑦) + 𝛿𝑘
]

, (1)

where (𝑥; 𝑦) are Cartesian coordinates, 𝑎 (𝑥, 𝑦) is the background illumi-
nation, 𝑏 (𝑥, 𝑦) is the amplitude modulation, f is the spatial frequency of
the fringe on the reference plane, 𝜙 (𝑥, 𝑦) is a phase related to the profile
of the measured object, and 𝛿𝑘 is the phase shift: Usually by 3D-profiling
of static object the phase step 𝛿 is known a priori, but when the test
object is moving often one has to estimate this quantity a posteriori.

In general, for N -step phase-shifting algorithms the phase could be
retrieved from N intensity patterns as the arctangent of the ratio be-
tween two linear combinations of values 𝐼𝑘 (𝑥, 𝑦), as for example [9–11]

𝜙 (𝑥, 𝑦) = arctan

{

∑𝑁
𝑘=1 𝐼𝑘 (𝑥, 𝑦) sin 𝛿𝑘

∑𝑁
𝑘=1 𝐼𝑘 (𝑥, 𝑦) cos 𝛿𝑘

}

. (2)

Expression (2) presupposes that the phase steps 𝛿𝑘 are known and evenly
spaced in the interval [0; 2𝜋), e.g., 𝛿𝑘 = (𝑘 − 1) 2𝜋∕𝑁 . In fact, Hoang
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Fig. 1. Experimental setup.

et al. [12] suggested that Eq. (2) can be used in a (𝑝 + 2) step uniform
phase-shifting scheme to the retrieve phase accurately from fringe
patterns with nonlinear harmonics up to the p th order. In dynamic 3D
profiling, however, this requirement is often difficult to meet exactly
because the effective phase steps are determined by the velocity of the
motion of the linear travel stage, which is not necessarily uniform, even
though N deformed patterns be captured in a constant rate, the phase
steps will not evenly spaced. On other hand, the algorithms used to
determine the phase steps from the experimentally obtained intensity
patterns present some errors (see, e.g., [13,14]). Thus, the actual
(measured) phase steps will not coincide with their nominal values for a
given N -sample algorithm, and not be evenly spaced. Considering phase-
shift values are not evenly spaced and/or they present small errors, the
use of Eq. (2) is not the best method for phase retrieval, although this has
been proposed in [5,7]. Something similar happen with the procedure
proposed in [1,6,8] to retrieve the phase, which is based on a well-
known five-sample Stoilov’s algorithm [15]. It has the peculiarity of
being a tunable algorithm, i.e. it does not require to know the phase
steps, but presents high sensitive to phase-shift errors. To eliminate this
inconvenience, Yang Li et al. [16] proposed a three-dimensional on-
line measurement method based on a five-step algorithm with unequal
phase shift. However, we found that this algorithm presents some
inconsistencies, which will be described below.

In this work, we propose a novel method for 3D-profiling of moving
objects by the simultaneous projection of a fringe pattern and a homo-
geneous light pattern, which are encoded in two of the color channels
of a RGB image. The fringe pattern, red channel, is used to retrieve the
phase, while the homogeneous pattern, codified in the blue channel,
is used to match pixels from the test object in consecutive images. On
the basis that one of the problems is that intensity fringe patterns may
not be equal spaced, we proposed the use of the PS algorithm with N
arbitrarily spaced phase-steps for phase retrieval [10,11]. Particularly,
we are proposing the use of the generalized phase-shifting algorithms
for N -step (N -sample GPSA) described in [11] that have shown good
minimization of phase noise occurred by phase-shift miscalibration and
Gaussian noise.

2. Description of the method

The setup for online 3D-shape measurement of moving objects is
shown in Fig. 1. It consists of a projector, which is used to project
a RGB software-generated fringe pattern, and a high-resolution (CCD)
camera which is employed to capture a video wherein the fringe pattern
is modulated by the object’s surface. The test object is on a platform,
which is moving along the x-axis direction with approximated constant
velocity. Moreover, the platform can be replaced for a conveyor belt;
therefore, the proposal method can be used for industrial applications.

Firstly, one sinusoidal fringe pattern (with fringes in x-direction, and
arbitrary origin) and a uniform background (256 gray level) are encoded

into the red (R) and blue (B) channels of a color image, respectively.
This color image is then projected by a LCD or DLP projector onto the
surface of the moving object under measurement and simultaneously
an image sequence is acquired by a color camera. And then, two set of
gray level images of the moving object are extracted (recovered from
the Red and Blue channels) from the acquired sequence. In the detected
red channel we acquire the modulated fringe patterns, which are used
to estimate depth of the object under test by the use of PS algorithms.
The blue channel consists of a series photographs of the object as it
moves along x-direction, which are used for tracking the object frame
by frame. A detailed description of both, the phase recovery process and
object tracking is illustrated in Fig. 2 and developed below.

In the experimental arrangement, the camera is always static, so
the first problem is to find the position of the object into each frame.
The target for the correlation filter is a photograph of the object (blue
channel information), which is given by a window centered on the
object and extracted from the first frame. In the rest of photographs,
the target (i.e., the test object) is tracked during its movement by a
correlating filter over a search window in the next frames; the location
corresponding to the maximum value in the correlation output indicates
the new position of the target into a given frame. Thus, the object
position is updated, and a new search is then performed based on
that new location in the following frame. To create an optimal tracker,
target and the rest of frames are filtered to enhance features for shape
characterization of the object. Enhancement process were obtained by
employing Sobel filter for edges detection. The correlation for tracking
the target in an image sequence is given by

𝑔 (𝑥, 𝑦) = 𝐼𝐵,𝑘 (𝑥, 𝑦)⊗ ℎ (𝑥, 𝑦) , (3)

where ⊗ represents the symbol of correlation, and ℎ (𝑥, 𝑦) and 𝐼𝐵,𝑘 (𝑥, 𝑦)
are the correlation filter associated with target and the filtered kth-frame
of a given sequence, which is extracted from B channel, respectively.
The correlation operation can be implemented in Fourier domain [17].
From the correlation output, 𝑔 (𝑥, 𝑦) one can determine the position of
the object into kth frame or the object-shift 𝛿.

For phase retrieval, a static sinusoidal fringe pattern is projected
onto a test object, which ideally is moving along the x-direction with a
given constant velocity, v. Thus, the camera acquires a stationary signal
modulated by the height of the object.

Therefore, the intensity in R channel of N color images, which are
acquired as a sequence (video), can be expressed as

𝐼𝑘 (𝑥, 𝑦) = 𝑎 (𝑥, 𝑦) + 𝑏 (𝑥, 𝑦) cos [2𝜋𝑓𝑥 + 𝜙 (𝑥 − 𝑘𝛿, 𝑦)] , (4)

where, 𝜙 (𝑥 − 𝑘𝛿, 𝑦) is a phase change related to the profile of the test
object, 𝛿 is the object-shift for a given frame, and 𝑘 = 1, 2,… , 𝑁 .
The displacement of the object between consecutive frames is given by
𝛿 = 𝑣𝛥𝑡 where 𝛥𝑡 is the time between consecutive frames, i.e. 𝛥𝑡 is the
inverse to frame rate, 𝑓𝑠. Under this assumption, we could build a set
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