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Abstract

We find an application of the lasso (least absolute shrinkage and selection operator) in sub-5-min solar irradiance forecasting using a
monitoring network. Lasso is a variable shrinkage and selection method for linear regression. In addition to the sum of squares error
minimization, it considers the sum of ‘1-norms of the regression coefficients as penalty. This bias–variance trade-off very often leads
to better predictions.

One second irradiance time series data are collected using a dense monitoring network in Oahu, Hawaii. As clouds propagate over the
network, highly correlated lagged time series can be observed among station pairs. Lasso is used to automatically shrink and select the
most appropriate lagged time series for regression. Since only lagged time series are used as predictors, the regression provides true out-
of-sample forecasts. It is found that the proposed model outperforms univariate time series models and ordinary least squares regression
significantly, especially when training data are few and predictors are many. Very short-term irradiance forecasting is useful in managing
the variability within a central PV power plant.
� 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

Variability in solar irradiance reaching the ground is
primarily caused by moving clouds. To accurately forecast
the irradiance, cloud information must be directly or
indirectly incorporated into the formulation. Due to the
stochastic nature of the clouds, it is difficult to fully model
their generation, propagation, and extinction using

physical approaches. Statistical methods are therefore
often used to extract cloud information from observations
(e.g. Yang et al., 2015; Dong et al., 2014; Lonij et al., 2013).

We are particularly interested in very short term (sub-5-
min) irradiance forecasting as the clouds are relatively per-
sistent during a short time frame. Unlike the forecasts with
longer horizons where the results are essential for electricity
grid operations, very short term forecasts find their appli-
cations in large photovoltaics (PV) installations. Knowing
the potential shading/unshading over a particular section
of a PV system in advance may be advantageous to maxi-
mum power point tracking algorithms (Hohm and Ropp,
2000). Accurate sub-minute forecasts could also bring
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possibilities to better control of ramp-absorbing ultraca-
pacitors (Mahamadou et al., 2011; Teleke et al., 2010).

Inman et al. (2013) reviewed the state-of-the-art meth-
ods for very short term irradiance forecasting. The meth-
ods involve using either sky cameras (Nguyen and
Kleissl, 2014; Yang et al., 2014c; Quesada-Ruiz et al.,
2014) or a sensor network (Lipperheide et al., 2015;
Bosch and Kleissl, 2013; Bosch et al., 2013). All of these
listed references aim at explicitly deriving the cloud motion
and thus forecast the irradiance. Beside many assumptions,
such as linear cloud edge, that have to be made, various
types of error will be embedded in different phases of such
methods, especially during the conversion from cloud con-
dition to ground-level irradiance. It is therefore worth
investigating the alternative methods where cloud informa-
tion is considered indirectly.

Along-wind and cross-wind correlations observed
between two irradiance time series have been studied inten-
sively in the literature (e.g. Arias-Castro et al., 2014;
Hinkelman, 2013; Lonij et al., 2013; Perez et al., 2012). If
along-wind correlation between a pair of stations can be
observed, we can use regression-based methods for fore-
casting. However, several problems have to be addressed
before we describe our method:

� The discrepancy between the direction of a station pair
and the direction of wind may result in a smaller corre-
lation. How do we incorporate the strength of cross-cor-
relation between monitoring sites into the forecasting
model?
� When the wind speed changes from day to day or even

within a day, the choices of lagged time series also need
to be constantly updated. How do we then automatical-
ly select the most appropriate spatio-temporal neighbors
for forecasting?
� When the correlation is unobserved, do we need to

switch the spatio-temporal forecasting algorithm to a
purely temporal algorithm in an ad hoc manner?

With these questions, we consider the lasso (least abso-
lute shrinkage and selection operator) regression (Efron
et al., 2004; Tibshirani, 2011, 1996). Lasso is a variable
shrinkage and selection method for linear regression. In
our application, the predictors (regressors) are the time ser-
ies collected at the neighboring stations at various time lags
(autocorrelated time series may also be used); the responses
(regressands) are the time series collected at the forecast
station. Some advantages of the lasso over the ordinary
least squares regression, ridge regression and subset selec-
tion methods are discussed in Section 2.

1.1. Data

Data from a dense grid of irradiance sensors located on
Oahu Island, Hawaii, are used in this work. The network is
installed by the National Renewable Energy Laboratory
(NREL) in March 2010. It consists of 17 radiometers, as

shown in Fig. 1. The sampling rate of these stations is 1 s.
Previously, Hinkelman (2013) showed the possibility of
observing highly correlated time series from this network;
data from 13 days dominated by broken clouds were used
in that study. We therefore use the data from the exact same
days (Hinkelman, 2014) to study the predictive perfor-
mance of such network configuration. The data are freely
available at http://www.nrel.gov/midc/oahu_archive/.

Throughout the paper, the 1 s irradiance data will be
averaged into various intervals to evaluate the forecasts
with different forecast horizons. As high frequency data
often have local maxima and minima caused by noise
rather than cloud effects (Bosch and Kleissl, 2013), the
smallest aggregation interval is 10 s. Prior to any forecast-
ing, the global horizontal irradiance (GHI) time series from
these 17 stations are first transformed into clearness index
time series. Such transformation is commonly used in irra-
diance forecasting to stabilize the variance, i.e., to remove
the diurnal trends in the GHI time series. We use the solar
positioning algorithm developed by Reda and Andreas
(2008) for extraterrestrial irradiance calculation. Finally,
we include a zenith angle filter of <80�.

1.2. Error metrics

All the forecasting models in this paper are built using
the clearness index time series and the errors are evaluated
using the GHI transformed back from the forecast clear-
ness index. Two error metrics are used in this paper, name-
ly, the normalized mean absolute error (nMAE) and the
forecast skill (FS). The nMAE is given by:
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Fig. 1. Layout of the 17 stations of the NREL Oahu network. The scale of
the map is shown in the bottom right corner. The arrow in the top right
corner shows the prevailing trade winds direction (60� from north). The
average wind speed during the periods of analyses is 10 m/s. See Arias-
Castro et al. (2014) and Hinkelman (2013) for more details on the data.
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