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a b s t r a c t

The strain rate dependency of materials’ failure has been widely observed in experiments and simula-
tions, yet its microscopic mechanism is still elusive due to the complexity of failure processes. In this
work, modified molecular dynamics simulations are carried out to investigate the strain rate effect over
a wide strain rate range. The results demonstrate three typical failure modes induced by the competition
of two timescales involved. The transition of mechanisms underlying these failure modes is discussed
with a simplified model. The corresponding analysis indicates that the thermal activation model offers
a good prediction for the variation of failure strain with respect to applied strain rate for failure mode
I; the coupled evolution of atomic motions and potential landscapes governs the failure mode II; and
the failure mode III is a result of the rapid separation between loading and deformation parts of the
sample.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

The strain rate effect of materials, namely increase of yield
stress and strength of materials with an increase in the strain rates,
is a key feature in impact and shock dynamics as well as a long
standing problem in materials science [1]. The effect has been
widely observed in experiments of metals and alloys [2–4]. Exper-
imental results were obtained from different technics [4–6], such
as conventional compressive/tensile testing, split Hopkinson pres-
sure bar, shock-determined Hugoniot elastic limit stresses and
femtosecond laser pulses [6], over a wide strain rate range from
10�4 to almost 109 s�1. Several constitutive models had been pro-
posed to describe the strain, stress and strain-rate relations [7–9].
However, a complete description of the dependency for different
materials over such a wide strain rate range is an extremely diffi-
cult task. Various mechanisms were introduced to explain the rela-
tionship at different strain rate range. For example, it is generally
known that for many metals, the dependence of flow stress sharply
increases when the strain rate of deformation exceeds about 103–
104 s�1 which is interpreted as the consequence of the change in
mechanism [10]. Mechanisms such as dislocation generation,
deformation twinning, and adiabatic shear banding were proposed
to explain the dependency [11,12]. All these mechanisms are very
important in understanding the phenomena related to the strain
rate effect. However, since most of them are phenomenological

explanations, a microscopic or molecular understanding of the
effect will provide us new information about basic mechanisms
and governing factors.

Molecular dynamics (MD), with its ability to trace the dynamic
process of each molecule, has become an orthodox method in elu-
cidating microscopic mechanisms for mechanical behaviors of
materials. Lots of MD simulations have been carried out to investi-
gate the strain rate effect of nanoscale structures [13–17]. Besides
demonstrating results similar to that observed in experiments,
these simulations compensated results at ultrahigh strain rates
(above 109 s�1) and revealed much more details such as the evolu-
tion of structures at nanoscale. However, the simulated strain rates
are limited to be very high, usually above 108 s�1 [18]. This limita-
tion is attributed to the intrinsic time scale of femtoseconds in MD,
so it is hard to conclude that mechanisms proposed from simula-
tion can be simply extended to that obtained from experiments
with strain rates far below 108 s�1. Although efforts have been
made to construct multi-timescale or accelerated MD methods
[19,20], currently they are not mature for mechanism analysis of
strain rate effect. On the other hand, due to the massive degree
of freedom and complexity of potential functions, it is hard to
quantitatively analyze the strain rate dependency of characteristic
stress/strain based on simulation results or applying existing theo-
retical models, e.g. the thermal activation-strain rate analysis, to
the simulation results [8]. Moreover, a deeper understanding of
the effect at molecular level can also provide us some helpful clues
for designing new multi-timescale methods that may compensate
the current MD methods.
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In this work, we focus on MD simulations to simple atomic sys-
tems in order to obtain results with strain rate as low as 102 s�1

which is close to that measured in experiments. Based on the evo-
lution of atomic motion and potential landscapes, microscopic
mechanisms that govern the strain rate effect are discussed. More-
over, competition of multiple timescales involved in the rate effect
is also presented.

2. Computational framework

MD simulations were performed on 1-dimensional (1D) atomic
chains and 2-dimensional (2D) atomic planes, as illustrated in
Fig. 1. These configurations were chosen for two reasons. First,
since MD simulations at lower strain rates are quite time consum-
ing, simple configurations make it possible to perform simulations
under a wider strain rate range. For example, it takes about one
month to simulate the tensile process of an atomic chain contain-
ing only 28 atoms under a strain rate of 102 s�1 on a PC with single
CPU (Intel� Core™ i7-3820QM). Unfortunately, the time-related
simulation cannot be further accelerated by parallel computation,
because adjacent MD steps cannot be performed on different CPUs
concurrently. Therefore, if 3-dimensional (3D) atomic systems
were considered, the strain rate has to be beyond 108 s�1 for a tol-
erable duration which does not meet the requirements for study
over wide strain rate range in our work. Second, since we focus
on the mechanism of strain rate effect, a simpler system will be
enough to reveal the concise physics.

The atomic chain shown in Fig. 1(a) consists of 28 atoms with 4
fixed at each end. The initial length (l0) is 7.033 nm with inter-
atomic distance d = 0.2605 nm. The 2D atomic configuration in
Fig. 1(b) represents a close-packed planar crystal with one of its
close-packed directions parallel to the x axis. Size of the plane is
20.64 � 7.74 nm along the x and y directions with the lattice con-
stant c = 0.258 nm. As illustrated, the origin of coordinate system
for both 1D and 2D configurations is located at the geometric
center.

The interatomic interaction is modeled using the Lennard–Jones
(L–J) potential
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with e0 = 0.4912 eV and r0 = 0.23276 nm [21]. The cutoff radius rcut

is set to be 0.7 nm. To reduce the influence of fixed atoms, the
length of fixed ends for both atomic chain and plane is chosen to
be greater than rcut. Since the L–J potential parameters are fitted
for copper, the atomic mass m is set to be 63.546 g/mol in simula-
tions. Actually, embedded-atom method (EAM) potentials are

commonly used to model metals and alloys, because they usually
predict better results than simple pair wise potentials. In this work,
the L–J potential is used for two considerations. First, L–J potentials
can also properly model metallic systems even with some defects,
such as dislocations, surfaces and interfaces [22]. On the other hand,
the failure of atomic systems is an energy competition process
(kinetic energy and barriers between different states) which can
be investigated using either L–J or EAM potentials. Second, the sim-
ple form of L–J potential is suitable for theoretical analysis which
will help us extract meaningful physical parameters governing the
strain rate effect.

The 1D and 2D systems were firstly equilibrated at a specific
initial temperature (T0) to a stress-free state. Then velocity-con-
trolled loadings were applied. Specifically, a tensile loading is
implemented by applying a velocity distribution tbxb/l0 to the
boundary atoms (where xb denotes the position of boundary
atoms), so the nominal tensile strain rate ð _eÞ is tb/l0. During simu-
lations, boundary atoms move with the given velocity and the
other atoms follow MD steps without any velocity rescaling. Phys-
ical quantities (for example, the total energy, temperature and so
on) in simulations are extracted by means of time-average statis-
tics. For example, the total resultant force on atoms of the left-side
boundary FL is averaged to characterize the tensile response of the
system. Since the yield criterion for most metals is based on the
maximum shear stress [23], shearing simulations of the 2D system
with a periodic boundary condition imposed along the x-axis under
different strain rates are also considered. For shearing simulations,
the velocity distribution is applied on boundary atoms along the y-
axis.

3. Results

Tensile simulations of the atomic chain were performed under
strain rates ranging from 4.28 � 102 to 1.0 � 1012 s�1. Boundary
force FL versus tensile strain et with typical stain rates is plotted
in Fig. 2 and three failure modes can be identified.

(I) Smooth elastic stage followed by a catastrophic fracture, e.g.
tensile curves for strain rate of 1.13 � 104 and
1.62 � 107 s�1, respectively. In the former case, the atomic
chain breaks at 5.46%, which is hereafter denoted by the fail-
ure strain ef. With the strain rate increasing to 1.62 � 107 s�1,
ef is enhanced to 6.53%. Observations on fractured atomic
configurations show that most of the samples break at
regions far away from fixed ends. This failure mode is
detected as strain rates are below 109 s�1.

Fig. 1. Configuration for an atomic chain (a) under tensile loading and an atomic
plane and (b) used for 2D tensile and shearing simulations. Red atoms are free to
move, while boundary atoms (in gray) are manipulated by external velocities. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Fig. 2. Variation of boundary forces with tensile strain for atomic chains under
various strain rates.
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