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a b s t r a c t

In this paper, a novel approach is proposed to calculate the equivalent correlation coefficient ρz in the
standard normal space for two correlated random variables with desired correlation coefficient ρx.
According to Weierstrass approximation theorem, ρx is expressed as a polynomial function of ρz. For a
given ρx, the associated ρz is evaluated by solving the polynomial equation. Especially, when one random
variable is normal, ρx is proved to be a linear function of ρz. In order to check the proposed method,
a Monte Carlo simulation method is put forward. Finally, three numerical examples are worked to
demonstrate the proposed method.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

For analysis of engineering systems under uncertainty, the
input variables are preferable to be modeled as a random vector
with each entry following respective probability distribution, that
is, X ¼ ðx1;…; xi;…; xmÞT . To make the problem more tractable, a
transformation of X into independent standard normal space is
often invoked. If the joint probability density function (PDF) of X is
known, Rosenblatt transformation [1] is viable. While, this method
leads to m! different transformations according to the ordering of
the inputs, and not all of them give rise to the same favorable
numerical properties. Moreover, the joint PDF is seldom available
in many practical applications. Thus, the Nataf transformation [2]
makes a worthwhile alternative to normalize the inputs, which
requires the marginal PDFs and the correlation matrix of the input
random variables.

The major obstacle for Nataf transformation is to evaluate the
equivalent correlation matrix in the standard normal space. More
specifically, it requires to evaluate the correlation coefficient ρz in
the standard normal space for the correlation coefficient ρx of two
correlated random variables. Heretofore, much research has been
done to solve this problem, such as the root finding method [3,4],
the empirical formulae given for commonly used distributions [2,5],
the artificial neural method [6], the linear search method [7]
and the polynomial normal transformation technique [8,9]. Among
these approaches, the empirical formulae and the linear search
method stand out for the generality and efficiency. Through numer-
ical experiment, 49 empirical formulae for 10 kinds of distributions

have been given. Although accurate results are obtained by these
formulae, not all probability distributions are covered. Li et al.
propose a linear search method to find the value of ρz, of which
the efficiency is slightly lower than the empirical formula [7].

This paper is devoted to the evaluation of ρz for random
variables with arbitrary marginal distributions. According to
Weierstrass approximation theorem, the original correlation coef-
ficient ρx is expressed as a polynomial function of ρz. For two
arbitrary probability distributions, the function relationship
between ρx and ρz can be establish by performing the interpola-
tion only once. The value of ρz is easily obtained by solving the
polynomial equation. To verify the proposed method, a Monte
Carlo simulation (MCS) for calculating ρz is also presented.

2. Nataf transformation

The basic idea of Nataf transformation is to generate correlated
random vector with a specified correlation matrix from indepen-
dent standard normal deviates. This method is also known as the
NORTA (NORmal To Anything) algorithm [10]. The transformation
from standard normal deviates to random variables x with a
specified cumulative distribution function (CDF) F(x) is as follows:

FðxÞ ¼ΦðzÞ ð1Þ

x¼ F �1½ΦðzÞ� ð2Þ

where Φð�Þ is the CDF of the standard normal variable z, F �1ð�Þ is
the inverse CDF of x.
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Suppose X ¼ ðx1;…; xi;…; xmÞT is a random vector with correla-
tion matrix

RX ¼

ρx
1;1 ⋯ ρx

1;j ⋯ ρx
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⋮ ⋮ ⋮ ⋮ ⋮
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m;j ⋯ ρx
m;m

0
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1
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Based on the transformation in Eq. (2), X can be generated by a
correlated standard normal vector Z ¼ ðz1;…zi;…zmÞT with corre-
lation matrix

RZ ¼

ρz
1;1 ⋯ ρz

1;j ⋯ ρz
1;m

⋮ ⋮ ⋮ ⋮ ⋮
ρz
i;1 ⋯ ρz

i;j ⋯ ρz
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⋮ ⋮ ⋮ ⋮ ⋮
ρz
m;1 ⋯ ρz

m;j ⋯ ρz
m;m

0
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As long as the correlation matrix RZ is known, Z can be easily
generated by the following linear transformation:

U ¼ L�1Z2Z ¼ LU ð3Þ

where U ¼ ðu1;…ui;…umÞT is an independent standard normal
vector, L represents the lower triangular matrix obtained from
Cholesky decomposition of

RZ ¼ LLT ð4Þ

The procedures of generating correlated random vector from
standard normal deviates can be expressed as follows:

u1

⋮
ui

⋮
um

0
BBBBBB@

1
CCCCCCA

⟶

RZ ¼ LLT
↓

Z ¼ LU

z1
⋮
zi
⋮
zm

0
BBBBBB@

1
CCCCCCA

⟶
xi ¼ F � 1

i ½ΦðziÞ�

x1
⋮
xi
⋮
xm

0
BBBBBB@

1
CCCCCCA

ð5Þ

The principal problem for Nataf transformation is to determine
a suitable correlation matrix RZ in the normal space, such that a
desired correlation matrix RX of X is guaranteed. More specifically,
it requires to calculate ρzði; jÞ (ia j) of RZ for each entry ρxði; jÞ
of RX .

3. The function relationship between ρx and ρz

Suppose xi, xj are two correlated random variables with
correlation coefficient ρx, which are generated by two correlated
standard normal random variables zi and zj respectively. Let ρz
denote the correlation coefficient between zi and zj. Using the first
cross product moment of xi and xj, the functional relationship
between ρx and ρz is established:

ρxsisjþμiμj ¼ E½xixj�

¼∬ F �1
i ½ΦðziÞ�F �1

j ½ΦðzjÞ�ϕðzi; zj;ρzÞ dzi dzj ð6Þ

where ϕðzi; zj;ρzÞ is the joint PDF of two correlated standard
normal variables. μi, μj denote the means of xi, xj respectively, si,
sj denote the standard deviations respectively.

For the two dimensional standard normal vector Z ¼ ðzi; zjÞT ,
the correlation matrix is

RZ ¼
1 ρz

ρz 1

 !

The lower triangular matrix from Cholesky decomposition of RZ is

L¼
1 0
ρz

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ρ2

z

p !

Via the procedures in Eq. (5), the two correlated random variable xi
and xj are generated by

xi ¼ F �1
i ½ΦðuiÞ�

xj ¼ F �1
j ½Φðρzuiþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ρ2

z

q
ujÞ� ð7Þ

where ui and uj are mutually independent standard normal
variables.

The joint PDF of ui and uj is

ϕðui;ujÞ ¼
1
2π

e�ðu2
i þu2j Þ=2 ð8Þ

Then, E½xixj� is calculated as

E½xixj� ¼
1
2π

ZZ
F �1
i ½ΦðuiÞ� � F �1

j ½Φðρzuiþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ρ2

z

q
ujÞ�e�ðu2i þu2

j Þ=2 dui duj

ð9Þ
Eq. (6) is rewritten as

ρx ¼ �μiμj

sisj
þ 1
2πsisj

ZZ
F �1
i ½ΦðuiÞ� � F �1

j ½Φðρzuiþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ρ2

z

q
ujÞ�e�ðu2

i þu2
j Þ=2 dui duj

ð10Þ
The above equation defines the functional relationship

between ρz and ρx:

ρx ¼ GðρzÞ ð11Þ

If the integral on the right-hand side of Eq. (10) can be carried out
analytically, ρx ¼ GðρzÞ can be easily obtained. However, in general,
the integral is not tractable [3]. While, for three cases, the
analytical expressions of Gð�Þ are obtainable, which are presented
in Appendix A.

However, some properties of the function Gð�Þ have been
proved [2], which enable us to perform an efficient numerical
method to find the value of ρz.

Lemma 1. ρx is a strictly increasing function of ρz.

Lemma 2. ρz ¼ 0 for ρx ¼ 0.

Lemma 3. jρxjr jρzj.

4. Monte Carlo simulation method

This section presents a MCS method to evaluate ρz for a
specified ρx. According to Eq. (6), ρx is expressed as

ρx ¼
E½xixj��μiμj

sisj
¼ Corrðxi; xjÞ ð12Þ

The basic idea of the MCS method is straightforward. Lemma
1 indicates that Gð�Þ is a strictly increasing function, thus, there is a
one to one correspondence between ρx and ρz. For a given value of
ρx between xi and xj, ρz can be assessed by the following steps:

(1) Select a set value of ρz
k evenly spaced across the interval ½�1;1�

in steps of Δρz .
(2) For each ρzk, generate N bivariate random vectors ðxi; xjÞT by the

transformation in Eq. (7), evaluate the correlation coefficient of
the samples, obtaining ρx

k.
(3) For a prescribed ρx, find the interval ½ρk

x;ρ
kþ1
x �, where ρx is

located, i.e. ρk
xrρxrρkþ1

x . Then, ρz is contained in the interval
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