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a b s t r a c t

The analysis of reliability of complex engineering systems remains a challenge in the field of reliability. It
will be even more difficult if correlated random vectors are involved, which is generally the case as
practical engineering systems invariably contain parameters that are mutually correlated. A new method
for transforming correlated distributions, involving the Nataf transformation, is proposed that avoids the
solution of integral equations; the method is based on the Taylor series expansion of the probability
density function (PDF) of a bivariate normal distribution resulting in an explicit polynomial equation of
the equivalent correlation coefficient. The required numerical results can be obtained efficiently and
accurately.

The proposed method for transformation of correlated random vectors is useful for developing a
method for system reliability including complex systems with correlated random vectors. Based on the
complete system failure process (originally defined as the development process of nonlinearity) and the
fourth-moment method, the analysis of system reliability for elastic-plastic material avoids the identi-
fication of the potential failure modes of the system and their mutual correlations which are required in
the traditional methods. Finally, four examples are presented – two examples to illustrate the potential of
the new method for transformation of correlated random vectors, and two examples to illustrate the
application of the proposed more effective method for system reliability.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Traditionally, assessing the reliability of structural systems re-
quires the identification of the major failure modes and the as-
sociated probability analysis of the correlated failure modes. If
correlated random variables among the structural parameters and
loads are involved, both the analysis of failure probabilities for the
respective failure modes in identifying the dominant failure modes
and evaluation of the correlation coefficients among the different
failure modes in probability analysis become more complicated.
For this reason, studies on system reliability generally avoid con-
sidering systems with correlated parameters. In order to estimate
the system reliability with correlated variables and evaluate the
impact of correlations among the components of a random vector
on the reliability of a system, both a practical approach for trans-
formation of correlated vectors and an effective method for as-
sessing the reliability of complex systems are necessary.

Mutual correlations among random vectors generally exist in

stochastic systems. Proposed are alternative and more effective
methods for the transformation of correlated random vectors, and
its application in a more effective reliability assessment of complex
systems including systems with correlated random parameters.

The present paper is organized as follows. In Section 2 a new
method is proposed for tackling the correlation-remodeling pro-
blem in the normal-to-nonnormal transformation. Then, by com-
bining the complete system failure process (based on the develop-
ment process of nonlinearity by Chen and Li [1]) with the fourth-
moment method [2] and the proposed transformation method of
Section 2, a practical approach for system reliability with corre-
lated variables is presented in Section 3. To verify the accuracy and
rationale of the proposed formulations, four examples are nu-
merically examined in Section 4. Finally, Section 5 summarizes
some conclusions.

2. On transformation of correlated random vectors

The reversible transformation, between a correlated random
vector and its corresponding independent normal random vector,
could provide an effective procedure for different cases of known
probabilistic information of the correlated random vectors. In the
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simplest case in which the components of a random vector are
statistically independent, the one-dimensional Rosenblatt trans-
formation [3] is adequate. For the second case with known joint
PDF, the multi-dimensional Rosenblatt transformation is suitable;
however, the joint PDF is often difficult to obtain or is seldom
available. For this latter case, if the marginal distributions and
fixed correlation matrix are known, which is a common situation
in practical applications, an effective and efficient transformation
is the normal-to-nonnormal vector transformation [4–9], known
as the Nataf transformation in the field of reliability and random
analysis [10,11]. In general, this involves two processes; the first
one transforms the targeted correlated random vector into a cor-
related normal random vector; and the second process transforms
the correlated normal random vector into an independent normal
random vector. The second process can be performed with the
Cholesky decomposition. Therefore, the crucial part of this method
is to specify the equivalent correlation matrix of the correlated
normal random vector, which is equivalent to solving complicated
integral equations.

Define Θ¼(Θ1,Θ2,…,Θn)T as a random vector with the mar-
ginal cumulative distributions F1(∙), F2(∙),…, Fn(∙) and the correla-
tion matrix ρ, and X¼(X1,X2,…,Xn)T is the corresponding standard
normal random vector with the correlation matrix ρ*. Obviously,
Θi and Θj, Xi and Xj, and the elements of ρ and ρ*, say ρij and ρ*ij,
should satisfy the following equations
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where E[∙] is expectation operator, μi, μj and si, sj are the means
and standard deviations of Θi and Θj , respectively, Fi-1(∙) is the
inverse function of Fi(∙), Φ( � ) is the cumulative distribution
function (CDF) of the standard normal variable, φ2( � ) is the bi-
variate standard normal PDF with correlation coefficient ρ*ij. In
fact, Eq. (1b) can be viewed as a correlation-remodeling problem,
namely remodeling the original correlation coefficients ρij by the
equivalent correlation coefficients ρ*ij.

Because of symmetry, ρ* has n(n-1)/2 different elements which
are determined by n(n-1)/2 different integral equations such as Eq.
(1b). Since all the n(n-1)/2 equations are mutually independent,
these equations can be solved either simultaneously or separately.
In the simulation approach, all equations are solved by a stochastic
root-finding approach simultaneously [8,9]. But the Cholesky de-
composition may fail during the process of root searching, and the
simulation approach may be more expensive than other methods.
Comparatively speaking, the separate approach is more common.
Generally, there are three kinds of methods to solve Eq. (1b) se-
parately, namely by analytical methods [12,13], semi-empirical
formulas [10,14] and by numerical methods [4,6,8,15,16]. Analy-
tical method gives the exact formula of ρ*ij in terms of ρij directly,
but only works for some special random vectors, such as a uni-
formly distributed or lognormal vector. Analogously, a semi-

empirical formula provides an approximate expression of ρ*ij for
ρij; however, it is also limited to specific distributions and coeffi-
cients of variation (cov) of the variables. With the combination of
iterative methods for root searching and two-dimensional nu-
merical integration methods, such as the Gaussian quadrature and
Newton’s integrations, the numerical method is most popular for
correlation-remodeling problems, but is of low efficiency because
numerous two-dimensional integrals are involved during the root-
finding process. What’s more, the numerical method may be in-
efficient and inaccurate if ρ*ij is close to 1 or -1. In references
[15,16], another equation, equivalent to Eq. (1b), is formulated in
the independent standard normal space, but two-dimensional
integrals still exist and the result depends on the sequence of
variables.

2.1. A new method to generate the correlation matrix of normal
random vector

Introducing a numerical integration method into Eq. (1b), the
integral equation on ρ*ij becomes an ordinary nonlinear equation
as follows:
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where xi,l, xj,m and wi,l, wj,m (l¼1,…,di; m¼1,…,dj) are the points
and associated weights of a quadrature rule, xGH,l and wGH,l are the
abscissas and weights of the Gauss–Hermite quadrature formula,
di and dj are the numbers of points on the Xi and Xj axes, respec-
tively. Obviously, Eq. (2a) corresponds to a general quadrature rule
and Eq. (2b) exploits the Gauss–Hermite quadrature. When the
integrand in Eq. (1b) does not vary dramatically, the right side of
Eq. (2) is a good approximation for the two-dimensional integra-
tion in Eq. (1b), and ρ*ij from Eq. (2) has high precision. However,
when ρ*ij is close to 1 or -1, the bivariate normal PDF concentrates
mostly on the domain of xi¼xj or xi ¼-xj, and the traditional nu-
merical integration is inefficient and can be inaccurate.

2.1.1. Taylor series expansion of the bivariate standard normal PDF
The bivariate normal PDF of Xi and Xj with the correlation

coefficient ρ*ij is expressed as
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This PDF is also a function of ρ*ij and can be approximated by
its Taylor series expansion on ρ*ij. The Taylor series expansion of
Eq. (3) at the point ρ*ij ¼0 is
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