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a b s t r a c t

In this paper, based on some famous previous conjugate gradient methods, a new hybrid
conjugate gradient method was presented for unconstrained optimization. The proposed
method can generate decent directions at every iteration, moreover, this property is inde-
pendent of the steplength line search. Under the Wolfe line search, the proposed method
possesses global convergence. Medium-scale numerical experiments and their perfor-
mance profiles are reported, which show that the proposed method is promising.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

In this work, we considered the following unconstrained optimization problem:

minff ðxÞj x 2 Rng ð1Þ

where f : Rn ! R is continuously differentiable and its gradient gðxÞ ,rf ðxÞ is available. Conjugate gradient methods (CGMs
for short) are very efficient for solving large-scale unconstrained optimization problem (1), especially when the dimension n
is large. Generally, the iterates of CGMs for solving problem (1) are obtained by

xkþ1 ¼ xk þ akdk; ð2Þ

where ak is a steplength computed by carrying out some suitable exact or inexact line search, and the search direction dk is
generated by

dk ¼
�gk; k ¼ 1;
�gk þ bkdk�1; k P 2;

�
ð3Þ

with a suitable scalar bk and gk :¼ rf ðxkÞ.
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In the type of CGMs with inexact line search, the steplength ak is usually computed by the Wolfe line search

f ðxk þ akdkÞ 6 f ðxkÞ þ dakgT
k dk; gðxk þ akdkÞT dk P rgT

k dk; ð4Þ

or the strong Wolfe line search

f ðxk þ akdkÞ 6 f ðxkÞ þ dakgT
k dk; gðxk þ akdkÞT dk

��� ��� 6 r gT
k dk

�� ��; ð5Þ

where parameters d and r satisfy 0 < d < r < 1.
In respect to different values of bk, there are distinct CGMs. the well-known CGMs include the Fletcher–Reeves (FR)

method [1], the Polak–Ribière–Polyak (PRP) [2,3], the Hestenes–Stiefel (HS) method [4] and the Dai–Yuan (DY) method
[5]. The parameters bk in these CGMs are specified as follows:

bFR
k ¼

kgkk
2

kgk�1k
2 ; bPRP

k ¼ gT
kðgk � gk�1Þ
kgk�1k

2 ;

bHS
k ¼

gT
kðgk � gk�1Þ

dT
k�1ðgk � gk�1Þ

; bDY
k ¼

kgkk
2

dT
k�1ðgk � gk�1Þ

:

where k � k stands for the Euclidean norm. Note that the above four formulas for bk are equivalent to each other if the objec-
tive function is a convex quadratic and the steplength ak is yielded by exact line search. However, in the non-convex case,
their theoretical properties and practical performance may be significantly different. The FR method and the DY method have
strong convergence properties but usually have poor numerical performance for general objective functions. Under the
strong Wolfe line search (5) with the parameter r < 1

2, Al-Baali [6] proved that the FR method satisfies the sufficient descent
condition and converges globally for general objective functions. Dai and Yuan [5] shown that the DY method is descent and
globally convergent if the Wolfe line search (4) is used. In contrary, the PRP method and the HS method are generally
regarded to be two of the most efficient CGMs in practical computation, but their convergence properties are not so good.
In the latest years, based on the above four formulas and their hybridization, many works putting effort into seeking for
new CGMs with not only good convergence property but also excellent numerical effect were published, see Refs. [7–26].

In [10], Wei et al. gave a variant of the PRP method, WYL method for short, where the parameter bk is yielded by

bWYL
k ¼

kgkk
2 � kgkk

kgk�1k
gT

k gk�1

kgk�1k
2 : ð6Þ

One important property of the WYL method is that it inherits the good properties of the PRP method, such as excellent
numerical effect. Furthermore, Huang et al. [11] proved that the WYL method satisfies the sufficient descent condition
and converges globally under the strong Wolfe line search (5) if the parameter satisfies r < 1

4.
Yao et al. [12] extended this idea to the HS method and proposed a conjugate gradient method, denote it by YWH method,

that is

bYWH
k ¼

kgkk
2 � kgkk

kgk�1k
gT

k gk�1

dT
k�1ðgk � gk�1Þ

: ð7Þ

Under the strong Wolfe line search (5) with the parameter r < 1
3 , it has been shown that the YWH method can generate

sufficient descent directions and converges globally for general objective functions.
In [14], Wei et al. discussed the global convergence of the PRP CGM with inexact line search for nonconvex unconstrained

optimization. Yu et al. [15] analyzed the global convergence of modified PRP CGM with sufficient descent property.
Recently, based on works [5,12,17], Jiang et al. [26] proposed a hybrid CGM with

bJHJ
k ¼

kgkk
2 �max 0; kgkk

kdk�1k
gT

k dk�1;
kgkk
kgk�1k

gT
k gk�1

n o
dT

k�1ðgk � gk�1Þ
:

Under the Wolfe line search, the method possesses global convergence and efficient numerical performance.
Motivated by the ideas on the hybrid methods [22,23,26] and taking into account the good convergence properties of

Refs. [1,5] and the good numerical performance [10,12], this paper introduce a new hybrid choice for parameter bk as
follows:

bN
k ¼

kgkk
2 �max 0; kgkk

kgk�1k
gT

k gk�1

n o
max kgk�1k

2
; dT

k�1ðgk � gk�1Þ
n o : ð8Þ

It is easy to know that bN
k ¼ bDY

k or bFR
k or bWYL

k or bYWH
k , so bN

k is one of hybrids of bDY
k ; bFR

k ; b
WYL
k and bYWH

k . Then, a new hybrid
CGM is proposed. The proposed method has a good property that its search directions are always descent under any step-
length line search technique, i.e., it is independent of the line search, and which allows us have a wide range of choice of the
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