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sidered the two phenomena simultaneously. However, learning and deteriorating effects
might co-exist in many realistic scheduling situations. Thus, in this article, a model which
takes the effects of time-dependent learning and deterioration simultaneously is proposed
and applied into some scheduling problems. Under the proposed model, the processing

Ilf:;"x?;zs;ffect time of a jpb is determiped by a function of its cor‘responding' starting time and positiopal
Deteriorating jobs sequence in each machine. We show that some single machine and flowshop scheduling
Time-dependent problems are polynomially solvable with the certain performance measures such as make-
Makespan span, total completion time, and weighted completion time.

Total completion time © 2013 Elsevier Inc. All rights reserved.

Weighted completion time

1. Introduction

The effects of learning and deterioration have been widely seen in real-life situations such as in financial management, steel
production scheduling, resource allocation, where any delay in tackling a task may result in an increasing/decreasing effort
(time, cost, etc.) to accomplish the task [11]. Those phenomena concerned in the scheduling might be reflected into the job
processing that expected processing time of a job increases (or decreases) linearly or it is piecewised linearly on its starting
time. In the classical scheduling problems, the processing times of jobs are assumed to be fixed values. However, in many real-
istic situations, the actual processing time of a job can be more or less than its normal processing time if it is scheduled later.
The phenomenon where the actual processing time of a job is shorter or longer than its corresponding processing time if the job
is scheduled later, rather than scheduled earlier in the sequence is known as the “learning effect or deterioration” in literature.

Some articles introducing a learning or deteriorating effect model into a scheduling problem have been investigated. In
these articles, Koulamas and Kyparisis [1] developed a sum-of-processing-time-based learning model for single-machine and
two-machine scheduling problems. The results proved that both problems are polynomially solvable and that the shortest
processing time (SPT) sequence is the optimal schedule for the objective of minimizing the makespan and the total comple-
tion time. Mosheiov and Sidney [4] extended the job-dependent learning curve, and proposed a more realistic learning
model for a single or an unrelated parallel machine scheduling problem. The authors proved that a single machine problem
with the minimization of makespan and total flow time objectives remains polynomially solvable, and an unrelated parallel
machine scheduling problem with the minimization of total flow time objective is, as well. Wang [9] considered a single-
machine scheduling problem with a sum-of-processing-times-based learning effect and proved that the shortest processing
time (SPT) rule can provide an optimum schedule for the minimization of the sum of square completion time objective. Lee
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and Wu [17] proposed a learning effect for a single machine scheduling problem with minimization of makespan or total
completion time objectives. The authors proved the problem remains polynomially solvable under their proposed learning
effect model. Kuo and Yang [14,15] considered a single-machine scheduling problem with a time-dependent learning effect.
In their study, the time-dependent learning effect of a job is assumed to be a function of the total normal processing time of
the jobs scheduled in front of it. Their results show that the SPT sequence is optimal with the minimization of the total com-
pletion time objective. Kuo and Yang [16] also proposed a time-dependent learning effect model for a single-machine group
scheduling problem. They showed that a single-machine group scheduling problem with a time-dependent learning effect
remains polynomially solvable for the objective of minimizing the makespan and total completion time. Browne and Yechiali
[18] introduced a scheduling problem with deteriorating jobs in which the processing time of a job is a function of its starting
time. The authors analyze the effects of different deterioration schemes and derive optimal scheduling policies with the min-
imization of the makespan.

Bai et al. [10] proposed a single-machine group scheduling problems with effects of learning and deterioration at the
same time. The effects of learning and deterioration mean that the group setup times are general linear functions of their
starting times and the jobs in the same group have general position-dependent and time-dependent learning effects. In
his model, the actual setup time of group G; is

si:ai-&-b,-t, i=1,2,...,m,

where q; is the basic setup time of group G;, b; is the setup deterioration rate of group G; and t the start time to processing
group G;. The actual processing time of J; in group G; is scheduled in the rth position is presented as

r—1
pgr :pufl (Zn’[l])gi(r)’ i=12....m rj=12..m,
=1

where pj; is the basic processing time of job Jj; Z?lem =0, f:[0,+00) — [1,+00) is a differentiable non-increasing function
with f is non-decreasing on [0, 4c0) and f{0) =1, and g : [1, +oc) — [0, 4+00) is a non-decreasing function with g(1)=1.o; <0
is a constant learning index of group G;. The author showed that the problem with the minimization of objectives such as
makespan and the sum of completion time can be optimally solved under the proposed model. Lee [13] proposed two dete-
rioration or learning effects models for a single machine scheduling problem. In that article, in the first model, the actual
processing time for a job J; presented as p;, = o;tr®, when J; starts at time t and is scheduled in position r in a sequence; where
o; is the deterioration rate, a < 0 is the learning rate and t > t, is the starting time of job J;. The author showed that the opti-
mal schedule can be obtained by the smallest deterioration rate (SDR) rule if the objective is to minimize makespan, flow
time, or the sum of the lateness, respectively. In the second model, p; = (pg + o;t)r’, where pq is the basic processing time,
the author only gave counterexamples to demonstrate that the SDR rule does not provide the optimal solution for those
objectives. Wang [8] considered a single-machine scheduling problems with the effects of learning and deterioration. In
his model, the actual processing time of a job J; is presented as p;- = a;(a(t) + pr*), where o(t) (x(0) > 0) is an increasing (dete-
rioration) function and weight parameter g > 0. The author showed that the problem with the minimization of objectives
such as makespan, total completion time, and the sum of completion time squares can be optimally solved by the shortest
processing time (SPT) rule.

The word “no-idle” means no machine is allowed to have an idle time between processing any two operations, i.e., each
machine, once it commences its work, has to process all operations assigned to it without any interruption. Such a restriction
may be very natural in some real life situations. For the circumstance, Wang and Xia [7] address an instance in order to ex-
plain a real-life situation on a no-idle machine, that is, where machines represent expensive pieces of equipment that have to
be rented only for the duration between the start of the first operation and completion of the last one. Yang and Kuo [3] con-
sidered some scheduling problems with deteriorating jobs and learning effects. They showed that the problems with the
minimization of objectives such as the makespan, the total completion times, and the total absolute differences in comple-
tion times can be solved in polynomial time. Finally, they also show that several special cases of flow shop scheduling prob-
lems remain polynomially solvable under the proposed model. Cheng et al. [11,12] addresses the permutation flow shop
scheduling problems with a learning effect (or deteriorating jobs) on no-idle dominant machines. They showed that the
problems with a minimized makespan or total completion time can be solved in polynomial time. Previous work on flow
shop scheduling in an environment of a series of dominating machines can also be found in Ho and Gupta [6], and Xiang
et al. [19].

2. Single-machine scheduling problems

2.1. Notation
In this section, the notation is defined and used throughout the single machine scheduling problems.
a: a learning effect index (a > 1)

b: a learning effect index (0 <b < 1)
s: a deterioration rate (s > 0)
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