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Abstract

This paper deals with the use of importance measures for the risk-informed optimization of system design and management. An

optimization approach is presented in which the information provided by the importance measures is incorporated in the formulation of

a multi-objective optimization problem to drive the design towards a solution which, besides being optimal from the points of view of

economics and safety, is also ‘balanced’ in the sense that all components have similar importance values. The approach allows identifying

design systems without bottlenecks or unnecessarily high-performing components and with test/maintenance activities calibrated

according to the components’ importance ranking. The approach is tested at first against a multi-state system design optimization

problem in which off-the-shelf components have to be properly allocated. Then, the more realistic problem of risk-informed optimization

of the technical specifications of a safety system of a nuclear power plant is addressed.

r 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The general goal of risk-informed applications is to
make requirements on operation and maintenance activ-
ities more risk-effective and less costly by better focusing
on what is risk-important [1–6]. To this aim, importance
measures (IMs) are used to quantify the risk- or safety-
significance of components or, more generally, basic
events, according to specific views of their role within the
system [6–8].

This paper proposes a risk-informed approach to system
design and management in which the information provided
by the importance measures is incorporated in the

formulation of a multiobjective optimization problem to
drive the design towards a solution which, besides being
optimal from the points of view of economics and safety, is
also ‘balanced’ in the sense that all components have
similar importance values, without bottlenecks or unne
cessarily high-performing components, and test/mainte-
nance activities are calibrated according to the compo-
nents’ importance ranking.
The paper is organized as follows. In Section 2, the risk-

informed optimization problem is formulated and the
proposed ‘‘balancing’’ objective function is introduced,
along with the motivations which lead us to use Genetic
Algorithms (GAs) for the optimization [12]. In Section 3, a
simple case study is presented in which a multi-state system
[9] has to be designed selecting off-the-shelf multi-state
components. The problem is purposely built in such a way
that the search space is small enough that the Pareto-
optimal solutions can be identified by crude enumeration
and evaluation of all possible alternatives. This allows the
direct verification of the approach. The aim of the
application is to show how the proposed optimization
approach can be used at the system design stage in order to
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limit over-performances and bottleneck effects. Then, in
Section 4, a more realistic problem is addressed regarding
the risk-informed optimization of the technical specifica-
tions regulating the component’s inspection intervals of a
safety system of a nuclear power plant, the high pressure
injection system (HPIS) of a pressurized water reactor
(PWR) [14]. Conclusions are provided in Section 5.

2. The ‘‘balanced’’ optimization problem

The general goal behind risk-informed applications is to
rationally manage and improve the safety and economical
performance of complex systems and plants [1–6].

In practice, the analyst is typically faced with the
challenge of simultaneously achieving several targets (e.g.
low costs, high revenues, high reliability, low accident
risks). Typically, the targets related to the economical
performance and those related to the safety performance
may very well be in conflict so that the final choice is
necessarily a compromised solution.

Formally, the problem may be cast within an optimiza-
tion framework in which a vector y of Nf objective
functions, e.g. the system unreliability, unavailability, risk,
profit, is to be optimized [14]:

y ¼ f ðgÞ ¼ ðf 1ðgÞ; f 2ðgÞ; . . . ; f Nf ðgÞÞ (1)

subjected to a vector g of Ng constraints:

gðgÞ ¼ ðg1ðgÞ; g2ðgÞ; . . . ; gNgðgÞÞp0, (2)

where c is the vector of the decision variables encoding a
particular system design and/or maintenance strategy.

A driving principle for risk-informed applications is that
of the consistency of resources allocation: information
related to the risk contributors is to be used to focus
resources and regulations on what is risk-important while
avoiding unnecessary expenditures, constraints and regu-
latory burdens on what is risk-unimportant [1–6]. In this
perspective, importance measures (IMs) are used to
quantify the risk- or safety-significance of components or,
more generally, basic events [6–8]. Different definitions of
IMs have been proposed and used, according to different
views of the role of components within a system. The
definitions of some frequently used IMs are summarized in
Appendix A, for convenience.

The risk-consistent use of information from IMs is two-
fold [6]. From one side, the classical focus is on the high-
significance risk group, for effectively reducing the risk
associated to plant operation by prioritizing inspection and
maintenance procedures and/or allocating redundancies
and/or more reliable components for the most risk-relevant
units. On the other side, the lowest risk contributors, which
were paid less attention in the past, become relevant for
identifying unnecessary expenditures and regulatory bur-
dens and for rendering operation and maintenance
procedures more efficient. In this dual perspective, a
standard risk-informed application concerns the relaxation
of requirements imposed on components and events of low

risk significance, after having verified that relaxing these
requirements results in at most only small risk increases,
well within the allowed margins [1–6].
From the risk-consistency principle, it follows that a

desirable system property is that of being ‘balanced’ with
respect to the risk contributions of its components: for
example, operation and maintenance activities should be
stressed for high-importance components, with the effect of
reducing their contribution to the system risk, whereas
they should be relaxed on low-importance components,
with the effect of increasing the system profit, albeit at the
expense of a controlled increase of their contribution to the
system risk.
This paper investigates the effect of introducing an

‘‘importance balancing’’ objective in the multiobjective
optimization problem formalized by Eqs. (1) and (2). More
specifically, in addition to the usual safety- and profit-
related optimization targets, the following importance
balance function bI is considered, with reference to a
generic importance measure I:
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Note that if the importances Ij, j ¼ 1; 2; . . . ; n, were the
same for all components then sI ¼ 0 and bI ¼ 1, i.e. the
system is fully balanced, free of bottlenecks or overly-
reliable components.
Concerning the multiobjective problem, a common way

to tackle it is that of focusing the optimization on a single
objective constituted by a weighed combination of some of
the targets while imposing some constraints to satisfy other
targets and requirements [10]. This approach, however,
introduces a strong arbitrariness in the a priori definition of
the weights and constraints levels associated to the
subjective homogenization of physically different targets,
usually all translated in monetary terms. A more informa-
tive approach is one which considers all individual targets
separately, aiming at identifying a set of solutions which
are equivalent in absence of an assigned ranking of the
various objectives [10]. Each member of this set is better or
equal to the others of the set with respect to some, but not
all, of the targets. Differently from the single objective
approach the set identified by the multiobjective approach
provides a spectrum of ‘acceptable’ solutions among which
a compromise may be found.
In this work, the multiobjective approach is espoused.
Concerning the actual multiobjective optimization algo-

rithm, practical risk-informed applications often involve a
search among a large number of potential alternatives so
that the problem becomes NP-hard, and thus difficult to
tackle with classical optimization methods, e.g. of the
gradient–descent kind [10]. Moreover, these methods
encounter severe difficulties when the objective functions
to be optimized are embedded in a complicated computer
code from which differential information is not easily
retrieved. This is the case of the realistic, detailed models
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