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a b s t r a c t

In practice, the analyst is often dealing with multiple repairable units, installed in different positions or
functioning under different operating conditions, and maintained by different disciplines. This paper
presents a decision framework to identify an appropriate reliability model for massive multiple repair-
able units. It splits non-homogeneous failure data into homogeneous groups and classifies them based on
their failure trends using statistical tests. The framework discusses different scenarios for analysing
multiple repairable units, according to trend, intensity, and dependency of the units' failure data. The
proposed framework has been verified in a fleet of aircraft and in two simulated data sets. The results
show a reliability model of multiple repairable units may contain a mixture of different stochastic
models. Considering single reliability models for such populations may cause erroneous calculation of
the time to failure of a particular unit, which can, in turn, lead to faulty conclusions and decisions. When
dealing with massive and non-homogeneous multiple repairable units, the application of the proposed
framework can facilitate the selection of an appropriate reliability model.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

When dealing with complex technical units in aviation, tele-
communication and railway sectors, manufacturers and operators
must ensure their fleet will meet established performance goals and
quality criteria. A good reliability programmewill assure the collection
of important information about the system's reliability performance
throughout the operation phase and direct the use of this information
in the implementation of analytical and management processes [1].
Effective reliability programmes and maintenance development
require proper data collection and analysis, along with the construc-
tion of reliability models to assist in the decision-making processes.

Repairable systems are those systems that can be restored to fully
satisfactory performance by a method other than replacement of the
entire system [2]. Reliability analysis of repairable units can be clas-
sified into parametric and non-parametric methods. Among the
parametric methods, stochastic point processes, e.g. the homogeneous
Poisson process (HPP), renewal process (RP), trend renewal process
(TRP), branching Poisson process (BPP), and non-homogeneous Pois-
son process (NHPP) are used for data analysis. For more details, see
Refs. [2–10].

Reliability analysis relies on historical data, and collection of
these data represents the first step. Three challenges of reliability
data collection are data censoring, data aggregation (pool or
combine), and data with small failure events [11–13].

In some cases, the analyst is often faced with several repairable
similar items which may have different reliability performances.
This is due to the fact that these units may be installed in different
locations and may functioning under different operating condi-
tions, and maintained by different maintenance policies. In other
words, differences in the operating environment (due to humidity,
temperature, etc.) may change the pattern of failures from item to
item [7]. These variations in failure patterns may lead to differ-
ences in the failure time distributions or processes of units. Hence,
the population of multiple repairable units may consist of units
with different failure patterns, as well as homogeneity and het-
erogeneity levels.

Analysis of data without considering the above factors may hinder
reliability prediction. To analyse multiple repairable units in this study,
we categorises the data into homogenous groups and classifies them
based on their failure trends. Various trend tests proposed in the lit-
erature can be used to make groups of units based on the items’
improving, deteriorating, or trend-free properties.

In fact, trend test analysis is one of the main benchmarking tools in
reliability analysis. Ascher and Feingold [2] and Lindqvist [14], etc.
discussed the importance of trend tests for verifying the
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improvement/deterioration property before using parametric models.
Kvaløy and Lindqvist [19] proposed two approaches for the trend
analysis of multiple repairable units. In the first, they pooled data
chronologically and derived the total time on test (TTT-statistic). In the
second, they introduced a combined statistical test for multiple data
sets based on the combination of single unit test statistics. These
approaches are applicable to trend-free categories only when homo-
genous data are available.

Establishing a comprehensive framework to identify candidate
reliability models which are statistically valid is a challenge. This
paper briefly discusses the challenges related to using the available
methods for repairable units; it suggests a procedure to identify an
appropriate reliability model for multiple repairable units based
on a review of available trend tests, and it introduces the asso-
ciated key analytical steps. It provides a procedure for grouping
homogeneous units and classifies them based on their statistical
trend tests in the presence of observed and unobserved hetero-
geneity. The proposed framework was applied in a real case
involving 36 units in the aircraft fleet of an aviation company. It
was also applied to two cases using simulated data.

This paper is structured as follows. Section 2 refers to common
analytical trend tests to determine the existence of trends in data
for single and multiple repairable units. Section 3 describes the
proposed decision framework for reliability model selection.
Section 4 presents numerical examples using data from a fleet of
aircraft along with two examples using simulated data. Finally,
Section 5 provides a conclusion.

2. Analytical trend test and underlying concepts

The study considers repairable units observed from time t ¼ 0,
with successive failure times denoted by t1; t2; :::. An equivalent
representation of the failure process can be in terms of the counting
process fNðtÞ; tZ0g, where NðtÞ equals the number of failures in
ð0; t�. It assumes that simultaneous failures are not possible. It also
assume that the repair times are negligible compared to the times
between failures. The study considers processes, either single or sev-
eral independent similar processes, observed at (possibly different)
time intervals ð0; T �. It should be noted that the main possible process
discussed in this paper are HPP, RP, TRP, NHPP, HNHPP and BPP.

2.1. Trend test for single repairable unit

Trend analysis is a common statistical method used to investigate
the operation changes in a repairable unit over time. A trend in the
pattern of failures can be monotonic or non-monotonic. In the case of
a monotonic trend, the system has a concave or a convex shape. Non-
monotonic trends are said to occur when trends change with time or
repeat themselves in cycles. One common non-monotonic trend is the
bath-tub shape trend, in which failure rate decreases at the beginning
of the equipment life, tends to be constant for a period and then
increases at the end [15,16].

Some trend tests are widely used in reliability studies, includ-
ing the Laplace trend test, Military Handbook test, Mann test, and
Anderson–Darling test; these are described in [2,5,7,17,18].

2.1.1. Laplace trend test
The Laplace trend test has a null hypothesis of “No trend” (H01)

versus the alternative hypothesis of “Monotonic trend” [7,19,20],
expressed as follows:

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12:NðtkÞ

p Pk
1 ti

τ:NðtkÞ
�0:5

 !
where

k¼ n; τ¼ T Time� truncated

k¼ n�1; τ¼ tn Failure� truncated

(

ð1Þ

The test statistic U has approximately a standard normal dis-
tribution, Nð0;1Þ, when the H01 is true. The null hypothesis of H01
is rejected on the significant level of α% if Uj j4zα=2 : It may be
worth noting that the Laplace trend test is optimal for an NHPP
with a log-linear intensity function.

2.1.2. Military Handbook Test
As in the Laplace test, the null hypothesis (H02) for the Military

Handbook test is “No trend”, versus the alternative “Monotonic
trend,” and is expressed as

Z ¼ 2
Xk
i ¼ 1

ln
τ
ti
;where

k¼ n; τ¼ T Time� truncated

k¼ n�1; τ¼ tn Failure� truncated

(
ð2Þ

Low-values of Z correspond to deterioration, while large values
of Z correspond to improvement. The rejection criteria of null
hypothesis (H02) are given by:

Rejection H02 :
Zoχ2

2n;1�α=2 or Z4χ2
2n;α=2 Time� truncated

Zoχ2
2ðn�1Þ;1�α=2 or Z4χ2

2ðn�1Þ;α=2 Failure� truncated

8<
: ð3Þ

Note that the Military Handbook test is optimal for the power
law intensity function [7,21,22].

2.1.3. The Mann Test
The null hypothesis (H03) for this non-parametric test is an RP

versus a monotonic trend. This trend test is calculated by counting
the reverse arrangements among the times between failures as:

M¼
Xn�1

i ¼ 1

Xn
j ¼ iþ1

I XioXj
� � ð4Þ

where X1;X2; :::;Xn is inter-arrival times of n failures and I
XioXj
� �¼ 1 if the event XioXj occurs and 0 otherwise. The test
statistic of Mann test is given by:

MMann ¼
M�n n�1ð Þ=4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n3þ3n2�5n
� �

=72
q ð5Þ

The Mann test statistic is approximately distributed as a stan-
dard normal distribution; for more details, see [23]. The null
hypothesis (H03) is rejected on the level of α% if MMannj j4zα=2.

2.1.4. Anderson–Darling test
The Anderson–Darling test (AD) rejects the null hypothesis

(H04 is “No trend”) in the presence of both monotonic and non-
monotonic trends when the value of AD is large.

AD¼ �1
n

Xn
i ¼ 1

2i�1ð Þ ln
Ti�T0

T�T0

� �
þ ln 1�Tnþ1� i�T0

T�T0

� �� �" #
�n

ð6Þ
The null hypothesis (H04) is rejected at the level of 5% if

│AD4│2.492; for more information, see [6,19,24]. Besides the AD
test other tests, such as the generalized AD, V1, V2, V3 and V4 tests
[25], can be used to identify non-monotonic trends. The AD test
and V1, V2 and V3 tests have HPP, while the generalized AD test
and V4 have RP as the null hypothesis of test statistics. Interested
readers are referred to [16,25,26]. Moreover, in some case, com-
binations of the tests are required to identify the existence of a
trend. For example, if the Military Handbook and the Laplace tests
reject the null hypothesis, the data do not follow an HPP. However,
the data can still be trend-free [14]. These issues are discussed
in Section 3.

Significant level is one of the important issues in the testing of the
null hypothesis. Selection of significant level can be affected by
sample size and expected losses. Hypothesis testing without con-
sidering the potential losses is not ethically and economically
defensible [27]. Leamer [28] shows how the optimal significance
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